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Abstract

The new Trigger Digitiser Boards of the LAr calorimeter which are installed during the
Phase-1 Upgrade will deliver higher granularity and longitudinal shower information to
the ATLAS Level-1 Calorimeter Trigger in Run 3. The Run 2 trigger tower based legacy
trigger system is kept operational by feeding the new signals to the Tower Builder Board
via a new analog signal path.

In this thesis the linearity of the Run 2 digitisation system before and after the Phase-
I upgrade is compared. Run 2 calibration pulser runs are characterised regarding the
linearity of trigger towers to provide a reference for commissioning of the new electronics.

Two iterative linear fit methods are developed in which cuts on the residual or the chi
squared reduced are applied. The residual method is found to be more stable.

So far, one LAr Trigger Digitiser Board is installed. The Level-1 Calorimeter Trigger
input signals have not been synchronised and are thus delayed by six to ten nanoseconds
with respect to the Run 2 system. Therefore, the signal is digitised earlier and the char-
acterisation of the digitised signal can only be partially compared to the Run 2 system.

Zusammenfassung

Wihrend des Phase-1 Upgrades werden neue Trigger Digitiser Boards fiir die LAr Kalorime-
ter installiert, damit der ATLAS Level-1 Calorimeter Trigger in Run 3 mit erhéhter und
longitudinalen Shower Kalorimeter Auflésung betrieben werden kann. Das Trigger Tower
basierte Run 2 System wird weiterhin betrieben, das neue analoge Signal wird daher den
Tower Builder Boards mittels eines neuen Signalweges iibergeben.

Die Linearitdt der Run 2 Signal Digitalisierung wird vor und nach dem Upgrade
charakterisiert. Die Run 2 Trigger Kalibrationsruns werden, unterteilt in Trigger Tower,
beziiglich der Linearitdt untersucht und als Referenz fiir das Phase-I Upgrade bereit-
gestellt.

Zwei iterative lineare Fitmethoden basierend auf Grenzwerten fiir das Residuum oder
das reduzierte Chi-Quadrat wurden entwickelt. Die residuenbasierte Methode funktion-
iert zuverldssiger.

Bisher wurde ein LAr Trigger Digitiser Board installiert. In Folge des noch nicht syn-
chronisierten verinderten Kalorimetersignalweges erfolgt die Digitalisierung verzogert,
sodass die Lineritdtscharaktersierung nur eingeschriankt mit den Run 2 Ergebnissen ver-
gleichbar ist.
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1. Introduction

After three years of data taking, the Large Hadron Collider’s (LHC) second run, Run
2, ended on 3 December 2018 [5]. The full dataset allows an even more sophisticated
analysis of the Higgs boson, which was already discovered with data from Run 1 [9].
The mass measurement of the Higgs boson, top quark and W boson are increased to a
new level of precision. Not only the statistical uncertainties can be reduced using the
full integrated luminosity of the Run 2 dataset, but also new, sophisticated algorithms
are developed to further reduce the systematic uncertainties.

During the upcoming second long shutdown, the LHC will be upgraded to its design
center-of-mass energy. Therefore, the pre-accelerators and experiments will also be mod-
ified for an enhanced physics search before the LHC will return taking data during Run
3 starting in 2021.

This thesis studies the saturation behaviour for the modified analog signal path for
the ATLAS Level-1 Calorimeter Trigger during the Phase-I Upgrade.

The LHC and the ATLAS (A Toroidal LHC Apparatus) experiment are briefly out-
lined in the first chapter with special regards to the ATLAS calorimeter and the Phase-I
Upgrade of the Level-1 Calorimeter Trigger. The algorithms developed for the satura-
tion characterisation are described in Chapter [2] followed by the results in Chapter
A conclusion is given in Chapter [l

1.1. Large Hadron Collider

The LHC [2] at CERN is the world’s most powerful circular particle collider. The
proton[] accelerator chain begins with a linear accelerator (LINAC), followed by the
Proton Synchrotron Booster, the Proton Synchrotron and the Super Proton Synchrotron
before the protons are inserted into the LHC ring. Inside the two LHC beam pipes the
protons circulate in opposite directions before they collide at the four interaction points
(IPs). There, the four large LHC experiments are placed: ATLAS, CMS (Compact
Muon Solenoid), ALICE (A Large Ion Collider Experiment) and LHCb (Large Hadron
Collider beauty).

The general-purpose detectors ATLAS and CMS study a shared broad range of physics,
for example Standard Model processes, extra dimensions or dark matter, both using their
own approach in order to verify each others results.

! Usually, the LHC is operated with proton — proton collisions but also heavy ions can be collided using
a different pre-accelerator chain.
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ALICE studies heavy ion collisions in order to understand quark-gluon-plasmas which
could have existed shortly after the Big Bang.

LHCb investigates CP-violations with ’beauty quarks’ to study the asymmetry be-
tween matter and antimatter.

The LHC beam is divided into maximal 2808 bunches time wise separated by 25ns.
In Run 2 (2015 — 2018) [3], each bunch was filled with up to 10 protons. During Run 2
the LHC had a center-of-mass energy of /s = 13 TeV and the luminosity reached up to
L~ 2x103 ecm~2s71 In Run 3, starting in 2021, the LHC will be run with an increased
center-of-mass energy of /s = 14TeV and a luminosity of L~ 2.3 x 10**cm~2s7!
[1]. To achieve this performance and enhance the physics studies, the accelerators and
experiments are upgraded during the second long LHC shutdown.

1.2. ATLAS Detector

The ATLAS experiment [4] is a general-purpose particle detector. The 25 m wide and
44m long detector is shown in Figure [I.I} Tt features a forward-backward symmetry
with respect to the nominal IP in the center and covers an area of almost 47 in the solid
angle. The determination of the energy, momentum and location of a particle is based
on several subsystems which are outlined in the following.

ATLAS uses a right-handed coordinate system with the origin situated in the nominal
IP. The z-axis points along the beam pipe, the x-axis points from the IP to the center
of the LHC ring and the y-axis is directed upwards. Further, the cylindrical coordinates
(r,¢,n) are used in the transverse plane with respect to the beam pipe with the az-
imuthal angle ¢ around the z-axis and the polar angle . The pseudorapidity 7 is then
defined as n = —Intan(f/2) and the transverse energy with Et+ = F/ cosh(n).

Immersed in the 2T magnetic field generated by the central solenoid, the inner track-
ing detector (ID) provides reconstructed tracks from primary proton — proton collisions
and identifies the tracks of secondary vertices. This enables a pile-up handling by distin-
guishing the background processes from the collisions of interest per LHC bunch-crossing
(BC). The magnetic field bends the tracks of particles with electric charges. The parti-
cles’ charges and momenta are determined by the three ID sub-detectors:

The high granularity silicon pixel detector is placed closest to the IP. It is enclosed by
the pixel strip detector. Both sub-detectors cover |n| < 2.5. The pixel sub-detectors are
surrounded by the transition radiation tracker covering |n| < 2.0 which detects photon
transition radiation and hereby provides particle identification.

The ATLAS calorimetry is divided into the electromagnetic (EM) calorimeter which
is enclosed by hadronic (HAD) calorimeter, as it is depicted in Figure [1.2] The ATLAS
calorimeter covers || < 4.9 and is adapted spatial wise to different detector charac-
teristics, for example by optimising the absorber thickness to the 1 dependent energy
resolution. Most electrons (positrons) and photons deposit their energy by electromag-
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Figure 1.2.: Cutaway view of the ATLAS calorimeter system [4].
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EMB | < 1475
EMEC outer wheel 1.375 < |n| < 25
EMEC inner wheel 2.5 < Inl < 3.2
FCal 31 < [y < 49

Table 1.1.: ) coverage for the electromagnetic calorimeter components [4].

netic showering in the EM calorimeter. Hadrons deposit only a fraction of their energy
in the EM calorimeter because of their larger radiation length. Therefore, the HAD
calorimeter contains more absorber material in order to measure the hadrons energy.

The EM calorimeter is a lead/liquid argon (LAr) sampling calorimeter. The particles
shower in the lead absorbers and ionise the liquid argon. The accordion-shaped calorime-
ter cells ensure a symmetric ¢ coverage. The EM calorimeter is divided into a central
barrel (EMB), two end-caps (EMEC), which are sub-divided into the EMEC outer wheel
and the EMEC inner wheel, and the forward calorimeter (FCal). The n coverage for the
electromagnetic calorimeter components is given in Table [I.1] A pre-sampler is used for
In| < 1.8 to correct for electron and photon upstream of the calorimeter.

The HAD calorimeter consists of a tile barrel calorimeter covering |n| < 1.7 using
tile scintillators as active and steel for the passive components. The HAD end-caps
are copper/LAr sampling calorimeters and cover 1.5 < |n| < 3.2. The two hadronic
forward calorimeters use copper/LAr and tungsten/LAr for passive/active components.
The HAD forward calorimeter covers up to |n| < 4.9.

Because of the small muon interaction cross section in the detector, the muon detector
is the outermost ATLAS sub-detector. The muon detector is divided in precision tracking
and calorimetry and is immersed in a second magnetic field which is inversely orientated
to the inner magnetic field.

1.3. ATLAS Level-1 Calorimeter Trigger

The enormous amount of data given by a collision frequency of 40 MHz and an average
number of interactions per bunch-crossing of < u >= 33.7 (Run 2) [3] requires a trigger
system to select events for permanent storage. The ATLAS three-level trigger system [6],
[8] consists of a custom hardware-based first-level (L1) trigger, a software-based second-
level trigger and an event filter. It triggers events containing processes of interest.

Based on reduced granularity detector data, the L1 trigger suppresses the event accep-
tance rate to a maximum of 100 kHz. If the L1 issues a L1 trigger accept (L1A) signal,
the data acquisition system read out the detector for the selected event and forwards it
to the high-level trigger. After the event filter, the data is permanently stored with a
maximum average rate of 1kHz.

The L1 trigger decision is formed by three sub-trigger systems: the L1 Calorimeter
(L1Calo) trigger, the L1 Muon trigger and the L1 Topological trigger. The L1Calo and




1.3. ATLAS Level-1 Calorimeter Trigger

Calorimeter

|
THHYEIIY T §y ~190 000 Cells

Summing Boards

7168 Trigger Towers
| Receivers \
L1Calo _ I ZEREEXR!
PreProcessor ‘
- Digitisation & Synchronisation —»t0 DAQ

- Pile-Up Subtraction
- BCID & Energy Calibration

\' / to DAQ \ {i—vto DAQ

Jet/Energy Processor
- Cluster Finder (jets)

miss total
-EM R B

Counts)| CMX ToBs ToBs | CMX [counts
| |

Rol _Level-1 Topological Trigger | Rol

\ Central Trigger Processor —L1A

Figure 1.3.: Architecture of the L1Calo trigger in Run 2 [§].

L1 Muon trigger identify physics objects candidates per event in the corresponding sub-
detector which contain high-Et particles. For those events, the L1 Topological trigger
analyses the event topology. All three trigger results are collected by the Central Trigger
Processor which forms eventually the L1A decision.

A scheme of the Run 2 L1Calo trigger is given Figure [[.3] The detector front-end
buffers limit the L1 trigger decision time to 2.5 us out of which only about 1us can
be used for processing due to the signal transmission time. The PreProcessor (PPr)
prepares the calorimeter signals by digitising, synchronising and calibrating them to the
correct transverse energy. Further, the pile-up is subtracted and the LHC bunch-crossing
with the highest Er identified (BCID). Electron, photon and tau candidates are identi-
fied by the Cluster Processor, jet candidates are handled by the Jet/Energy Processor
which further computes global energy sums like the missing or the total energy. The
Common Merger Modules (CMX) collect the identified candidates and transmit them as
Trigger Objects (TOBs) to the L1 Topological trigger. For a L1A signal, all L1Calo data
is read out by the Data Acquisition System (DAQ). This allows the reconstruction of
the trigger decision and performance. In addition, Regions-of-Interest (Rol) are thereby
formed and are forwarded to the high-level trigger.

The L1Calo trigger receives reduced calorimeter data in terms of 7168 projective
trigger towers (TTs) divided in 66 n and 64 ¢ stripes. In the following, the electromag-
netic TT forming is outlined. The calorimeter cell signals are summed up for the three
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Figure 1.4.: EMB TT consisting of accordion-shaped calorimeter cells [4].

calorimeter layers and grouped in defined n — ¢ regions by the Trigger Tower Builder
boards. A EMB TT has a size of (An x A¢) = (0.1 x0.1) and sums the cells in layer 1, 2
and 3, shown in Figure . EMEC TTs sum up a large region (0.2 x 0.2), in the FCal it
extends to (0.4 x 0.4). The TT granularity for EMB, EMEC and FCal is demonstrated
in Figure [1.5

The TT signals are fed to the L1Calo trigger via receiver boards and are routed to
the PreProcessor (PPr) receiver modules. They compensate for signal attenuation and
calibrate the signals to a common energy scale by providing variable gain. The cali-
brated signal shape for the EMB and the EM FCal are given in Figure[1.6] Further, the
trigger signals are synchronised, digitised and assigned to correct LHC BC. One analog-

904

Figure 1.5.: TT granularity in the EM calorimeter for n > 0 and the first quadrant in ¢.
The layout for the other quadrants is identical and mirrored for n < 0 [6].
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Figure 1.6.: Normalised pulse shapes for trigger towers in the EMB — blue, EM FCal -
red and the hadronic barrel — green. The signals are recorded with an
oscilloscope during proton-proton collisions at the receiver output [§].

to-digital converter (ADC) count in the signal height corresponds to a E$° deposition
of ~ 0.25GeV. A digital offset of 32 ADC counts is chosen to account for the signals’
undershoot, which are seen for the EM FCal and EMB in Figure

The BCID [10] is the central task of the PPr. It is very important, because the
detector is only readout by the L1 trigger for the correctly identified BC. A misidentified
BC results in partially lost event information. Furthermore, the high-level trigger would
then operate on wrong event information and falsely reject the event. Depending on
the signals saturation, two distinct methods are performed: a peak finder optimised for
low-E'r non-saturated signals and a threshold-based algorithm for pulses which saturate
the analog-to-digital converter.

The peak finder removes pile-up contributions and applies a peak condition to identify
the bunch crossing containing the highest-E; particles. TT signals with more than
250 GeV (E$3° ) saturate the ADC at 1023 ADC counts. For transverse energies above
250 GeV, multiple ADC samples can saturate, therefore, the standard peak condition
is unable to identify the correct LHC BC. The saturated BC identification algorithm
compares the two non-saturated ADC samples before saturation on the rising pulse edge
with chosen thresholds and identifies the BC corresponding to the peak of the saturated
signal. The algorithm extrapolates linearly the non-saturated part of the pulses to
the saturated regime. It is crucial to study the performance of the saturated-pulse
algorithms in the context of the Phase-I Upgrade, which is described in the following
Section.. Therefore, this thesis performs saturation studies for the modified analog signal
path for the Phase-I upgrade and characterises the trigger tower linearity for saturated
pulses.
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Figure 1.7.: An electron with EFr = 70GeV as seen by the existing L1 Calo trigger
electronics (a) and by the upgraded trigger electronics (b) [1].

1.4. Phase-l Upgrade

During the Phase-1 Upgrade [1] new L1 Calorimeter trigger electronics will be installed.
Higher resolution, higher granularity in n and longitudinal shower information will be
delivered from the calorimeters to the L1 trigger. The trigger energy resolution and
selection efficiency for electrons, photons, taus, jets and missing transverse energy is
improved. Furthermore, the background and fake discrimination for example for pile-up
is enhanced, which allows the ATLAS detector to exploit the luminosity increase up
to L~ 2.2 x 10**cm~2s7!, an expected bunch crossing spacing of 25ns and an average
number of interactions per crossing of < > =~ 60 for Run 3. The Phase-I Upgrade
is designed with some margin for a maximal luminosity of £ = 3 x 10**¢m 257! and a
maximal average number of interactions pre event of < u > ~ 80.

The upgraded trigger system is based on ’super cells’. The calorimeter cells are clus-
tered with a finer segmentation of (An x A¢) = (0.025 x 0.1) in the front and middle
layers for the EMB amd EMEC for |n| < 2.5. The pre-sampler and back layer are kept
within clusters of (An x A¢) = (A0.1 x 0.1). Figure visualises the signal of an
electron with £ = 70 GeV in the electronics as used in Run 2, Figure and in the
the upgraded electronics, Figure [[.7b] In Run 2, a prototype of the new system was
successfully tested in the EMB. The upgraded L1Calo trigger electronics is outlined in
Figure |1.8

Furthermore, the LAr Trigger Digitiser Board (LTDB) recreates the Run 2 granularity
(AnxA¢) = (A0.1x0.1) and feeds them to the Tower Builder Board (TBB). Hereby, the
Run 2 legacy system is kept operational. This thesis studies the saturation behaviour for
the modified analog signal path to the TBB as indicated as red thick lines in Figure[1.8
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2. Level-1 Calorimeter Trigger
Saturation Studies

This chapter covers the methodology of the Level-1 Calorimeter trigger saturation stud-
ies. Section[2.1]describes the trigger tower characterisation by outlining the LAr calorime-
ter pulser runs in Subsection and explaining the trigger tower linearity characterisa-
tion in Subsection The two iterative fit routines, the residual threshold algorithm
and the X2, threshold algorithm are outlined in Section 2.2/and Section[2.3] respectively.

2.1. Trigger Tower Linearity Characterisation

The saturation studies check the Run 2 Level-1 Calorimeter (L1Calo) trigger electronics
before and after the Phase-1 Upgrade. Calibration pulser runs are characterised regard-
ing the linearity of trigger towers to provide a reference for commissioning of the new
electronics. Pulser runs for the Run 2 trigger system with a digitisation frequency of
40 MHz are used to develop the linearity characterisation method and to provide a ref-
erence for the commissioning. At the time of this thesis, only one LAr Trigger Digitiser
Board (LTDB) has been installed. The new LTDB is analysed and compared to the cor-
responding Run 2 system data. Once the Phase-I Upgrade is completed, commissioning
data for Run 3 can be taken and analysed.

2.1.1. Level-1 Calorimeter Trigger Pulser Runs
Pulser Runs and Time Slice Naming Convention

A calibration system is used to check the L.1Calo trigger electronics. Discrete electric
charges are injected in the front-end boards of the electromagnetic calorimeter. For a
given charge injection, all calorimeter cells are pulsed and read out using the same elec-
tronics path as physics signals, hence each injection generates one event. A ramp with
steps of increasing energy is referred to as a pulser run. Usually, 200 charge injections
are done per energy step.

Figure shows a sketch of a pulser run signal digitisation after pulse shaping and
the corresponding time slice naming convention. The analog-to-digital converter (ADC)
counts are referred to as sample height. The 40 MHz digitisation frequency is depicted
in Figure [2.T1a] the 80 MHz digitisation frequency in Figure 2.1b] The signal rise time
of 50 ns is determined by the LAr calorimeter electronics. The falling edge is given by a

10
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(a) 40 MHz pulser run signal digitisation and (b) 80 MHz pulser run signal digitisation and
time slice naming convention. time slice naming convention.

Figure 2.1.: Pulser run signal digitisation after shaping and time slice naming convention
for 40 MHz and 80 MHz digitisation frequency. A high charge injection signal
is digitised, shown in blue. The maximal ADC count of 1023 ADC counts
is shown in red. The digitisation of a lower charge injection signal is shown
in black.

Landau distribution with a amplitude dependent falling time. The analog pedestal has
a digitised sample height of 32 ADC counts. The time slice naming convention declares
the slice containing the signal’s peak with 'n’. For a 40 MHz digitisation frequency, each
time slice is 25 ns wide and an integer naming convention is chosen, depicted in Fig-
ure 2.1a] Given the rise time of 50 ns, the pulse is injected in time slice n-2. The 80 MHz
digitisation frequency increases the time resolution to a 12.5ns slice width, which is
considered in the half-integer naming convention, Figure [2.1B] Still, the pulse is injected
in time slice n-2, the digitised peak is stored in slice n.

Figure shows the pulser runs for the trigger tower (TT), n = 2.0, ¢ = 1.2 before
and after the Phase-1 Upgrade. At time slice n the saturation at ~ 250 GeV is seen in
red for both digitisation frequencies. At slice n-1 (green) the signal does not saturate
until a charge injection corresponding to an E$° energy of ~ 400 GeV for the Run 2
system and = 600 GeV for the upgraded system. In time slice n-2 (blue) the signal does
not saturate.

Pulser Run Data Handling

During a pulser run a discrete charge is injected usually 200 times into all calorimeter
front-end boards [I0]. All shaped signals are read out for all calorimeter cells. This
analysis clusters all 200 injections in one point. In the case that the last injection step
consists of less than 200 events, the injections are still grouped as a last data point.
The ESY° is read out with a precision of 1GeV and the sample height with 1 ADC

11
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Figure 2.2.: Pulser run time slices for the TT at n = 2.0, ¢ = 1.2. (a) shows the Run
2 TT with at 40 MHz digitisation frequency, (b) depicts the upgraded TT
with a 80 MHz digitisation frequency.

count. For a point, the measured E$21° deviate by £2 GeV and 45 ADC counts. For each
E£3° bin, the mean sample height with the standard error on the mean is stored. For
non-empty bins with N entries and a standard deviation of zero, the standard deviation
of 1/v/12 N is used. This takes the uncertainty of one half ADC count into account.
The uncertainty in E$*° is given by 0.5 GeV determined by the binning [7].

The fit, see Subsection takes each filled bin with the corresponding error into
account. To ensure that every injection per chosen charge is taken into account, the fit
range is extended point per point. For each point, the weighted mean sample height &,

and EC% __ are calculated.
T Point

2.1.2. Trigger Tower Linearity Characterisation Method

The L1Calo trigger saturation studies aim for an understanding of the saturation be-
haviour for the trigger electronics in terms of TTs. Therefore, the last linear point (LLP)
of the pulser run is identified for each TT. If the pulser run contains more points, the
next point is declared as the first non-linear point (NLP).

Sections and give a more detailed description of the algorithms used for the
non-linearity studies. This Subsection outlines the general method and its performance
criteria.

12
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Figure 2.3.: Overview of the three trigger tower linearity categories.

Iterative Fit Approach

The linearity characterisation relies on an iterative fit range approach. A linear function
with two free parameters, the slope and the ordinate, Equation (2.1)), is fitted with no
restrictions on either of the both parameters.

linear fit := slope x ES° + ordinate. (2.1)

The iteration starts fitting the first four points of the pulser run. The restriction to four
points improves the fit stability and ensures that the variation at low injection energies
and sample heights are not misidentified as a non linearity. The fit range is iteratively
extended point per point and every single E$2° bin is considered with the assigned error,
as described in Subsection Applying cuts on the sample height s or on the x2,,
, the methods identify the last linear point and store the parameters of the last linear
fit. If the pulser run contains more points, the first non-linear point is declared, too.

Trigger Tower Linearity Characterisation

The methods characterise a trigger tower (TT) within three categories, linear until sat-
uration, linear and not saturated and not linear, which are sketched in Figure 2.3

A TT is declared as linear until saturation, if the first non-linear point sample height po—
is equal to or greater than 1020 ADC counts, Figure [2.3al Defining the saturation at
1020 instead of 1023 ADC counts considers the case of a saturated point which is slightly
scattered in the measured E$?° and/ or sample height.

If the algorithm finds the last linear point equal to the last data point, the TT is
declared as linear and not saturated, Figure[2.3bland no first non-linear point is identified.

If none of the previous cases is found, the TT is declared as not linear, shown in
Figure |2.3¢
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2. Level-1 Calorimeter Irigger Saturation Studies

Residual and E$?° Deviation

The TT linearity characterisation performance is controlled with the residual and the
deviation in E$2° for the last linear and the first non-linear point. Furthermore, the
residual threshold algorithm, described in Section applies a residual cut for the lin-
earity characterisation. The residual and E$?° deviation calculation uses the last linear
fit parameters (slope p;; and ordinate i) and the deviation with respect to the corre-

sponding mean sample height ;. and Egaliomt .

The residual is defined as the sample height difference between the last linear fit
and the corresponding point. It is calculated by evaluating the fit at the mean Eca‘;im
of the corresponding point minus its mean sample height - , see Equation or
Figure

ECalo

T por +ordinate ;) — sample height 55 (2.2)

residual = (slope g, ¥

The ES% deviation is defined as the ES*° difference between the fit and the E(Tj‘"’g‘(’)

see Equation (2.3). Tt is calculated by the mean ES2°_ value minus the difference of
the mean sample height 5+ and the fit’s ordinate d1V1ded by the slope.

sample height—5.+ — ordinate Fit

EC“ZO deviation = Egallf
omt

2.3
slope Fit ( )

The residual and the E$° deviation are defined as such, that a saturated and therefore
non linear point has a positive residual and a positive E$#° deviation, as it is shown at
the last point taken into account by the fit, Figure

l Residual
E; Calo —
Deviation E; Calo
. ° Deviation
Residual

Sample Height [ADC counts]

Fit

E; Calo [GeV]

Figure 2.4.: Residual and the E$2° deviation calculation for the last point included and
the first point not included in the fit range. The fit is shown as a black solid
line, the extrapolation as a grey dashed line.
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2.2. Residual Threshold Algorithm
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(a) Residual calculation for the last point in- (b) The residual for the next point exceeds
cluded in the fit range and the first point the resiudal threshold and the LLP and
not included in the fit range. the NLP are identified.

Figure 2.5.: The residual threshold algorithm. The fit is shown as a black solid line, the
extrapolation as a grey dashed line.

2.2. Residual Threshold Algorithm

The residual threshold algorithm extends the fit range iteratively point by point. As it
is shown in Figure [2.5a] the residuals are calculated for the last point included in the fit
range and for the first point which is not included in the fit range by extrapolating the
fit. If one of the residuals exceeds a predefined threshold, the routine stops. The last
point included in the fit range is then defined as the last linear point, the next point
defined as the first non-linear point, Figure [2.5b

The residual threshold algorithm characterises the T'T linearity accordingly to Sub-
section If the first non-linear point mean sample height 5 is equal to or greater
than 1020 ADC counts, the TT is declared linear till saturation. If the last linear point
is also the last data point the TT is declared as linear and not saturated. Else, the TT
is characterised not linear.

2.3. Chi Squared Reduced Threshold Algorithm

The x?2_, threshold algorithm extends the fit range iteratively point by point and com-
pares the 2, values with respect to the fit before. The method is sketched in Figure
If the x?2 , value exceeds a certain threshold, the algorithm stops. Alternatively, it stops,
if the x2_; increases more than a predefined factor. The last point in the fit range up to
which the x?_, is considered as good is declared as the last linear point. The point for
which the x? , worsens either relatively or absolutely is defined as the first non-linear
point.

The algorithm characterises the TT accordingly to Subsection If the first non-
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First Non-Linear
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Figure 2.6.: Sketch of the x?2,, threshold algorithm.

linear point sample height p;; is equal to or greater than 1020 ADC counts, the TT is
classified as linear until saturation. If the last linear fit includes the last data point, the
TT is characterised as linear and not saturated. Else, the TT is defined as not linear.

2.4. Threshold Determination

This section describes the threshold determination for the residual threshold algorithm
and the x?2 ,; threshold algorithm. Both algorithms are calibrated for the pulser runs for
the Run 2 system with a 40 MHz digitisation frequency for the time slices n and n-1. The
X2, method uses the residual algorithm performance criteria to obtain an equal linearity
sensitivity and to provide a cross check for the residual based linearity characterisation.

2.4.1. Residual Threshold Determination

Choosing the maximal allowed residual deviation for the first point not included in the
fit range must take the uncertainty in the sample height and E$#° into account. A cut
on a residual of 20 ADC counts is chosen and validated in this subsection. An example
for a first non-linear point deviating approximately with 20 ADC count for time slice n-1

is given in Figure 2.7

Figure [2.8] shows the residual distribution for the first non-linear point excluding sat-
urated TT sfor the chosen threshold of 20 ADC counts and for a lower threshold of
10 ADC counts. For both cuts, the residual distributions are approximately Gaussian
distributed around 0 ADC counts. The width for the 10 ADC count cut can be estimated
to approximate 20 ADC counts in Figure 2.8al Figure depicts the chosen residual
cut with the Gaussian distribution cut out.. The definition of the residual is chosen as
such, that a point deviates with a positive residual, if the points lies underneath the fit or
the extrapolation. It is expected that for a saturating TT the pulser run data points will
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Figure 2.7.: Residual threshold 20 ADC counts, Run 2 system, time slice n-1. The fit
is shown in red, the extrapolation for the first point not included in the fit
range in blue. The residual for the first point not included in the fit range
is ~20.9 ADC counts.

deviate underneath the so far fitted points. The residual distribution for the chosen cut
of 20 ADC counts shows more positive than negative entries. This indicates the correct
determination of the first non-linear point with the threshold of 20 ADC counts. The
threshold choice of 20 ADC counts is further checked for time slice n-1 in Figure
The residual distribution show similar behaviour as for time slice n.

Furthermore, the residual and the E$#° deviation for the last linear point are analysed
for the chosen threshold of 20 ADC counts. Figure [2.9) shows the distributions for the
residual and the E$° deviation for the last linear point for time slice n. Figure
depicts that the most last linear points have a residual within + 8 ADC counts. The
approximately Gaussian distributed residuals have a peak at 1 ADC count. This demon-
strates, that the with a cut on 20 ADC counts for the first non-linear point the last linear
point lie close to the fit. The trend to positive residual and ES$2° deviation values is
seen for the last linear point, too. In addition, it can be seen, that one ADC counts
corresponds to an ES of approximately 0.25GeV as expected. Figure maps the
deviations for the TTs in the EM calorimeter. The larger deviations are obtained for
TTs in the FCal.

The residual and the E$2 deviation for the last linear points for time slice n-1 are
given in Figure For the EMB and EMEC outer wheel, the TTs show a similar
behaviour to time slice n. The FCal and EMEC inner wheel show negative residuals
close to the threshold for the last linear point.
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Figure 2.8.: Residual distribution for the NLP excluding all saturated TIs for the resid-
ual method with thresholds 10 and 20 ADC counts, Run 2 system, time slice
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Figure 2.9.: Residual and E$° deviation for LLP for the residual method with a thresh-
old of 20 ADC counts, Run 2 system, time slice n.
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2.4. Threshold Determination

2.4.2. Chi Squared Reduced Threshold Determination

The x2.,; threshold algorithm is used to cross check the residual based algorithm per-
formance. The 2 ; threshold determination is oriented at the 2 ,; distributions for the
residual threshold algorithm with a cut on 20 ADC counts.

The methods defines a non-linear fit, if the x?2 , is greater than 20 or the x?2 , wors-
ens more than by the factor of 10 for to consecutive fit ranges. For the non-liner fit, a
minimal y?_,; of 2 is enforced to avoid the false characterisation of non-linearities which
are found by the impair factor. The x?,, thresholds are validated for the Run 2 system,
time slices n and n-1.

In Figure the x2, distributions for the last linear fit obtained by the residual
method are given for time slices n and n-1. Figure shows the distribution for time
slice n. The distribution is peaked at a x%, of 0.5. The tail ends at a x%, of 12. For
time slice n-1, Figure the x2,, distribution peaks at 3, the tail reaches a x2,, of 25.
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1°F 3 : ]
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(a) Time slice n. (b) Time slice n-1.

Figure 2.10.: x2,, distributions for the last linear fit for the residual method with a
threshold of 20 ADC counts, Run 2 system, time slices n and n-1.

Figure shows the 2, distributions for the first non-linear fit obtained with the
residual method for the chosen cuts for time slices n and n-1. All entries below a x2_,
of 20 result from the cut on the consecutive 2., comparison. The relative x?2, cut
identifies more non-linearities for time slice n than for slice n-1. For time slice n-1, the
absolute cut on a 2, of 40 can be seen clearly. The x?2, distributions for the last
linear fit are given in Figure . They resemble the x2_, distributions for the residual
threshold algorithm.

A further check for the 2 , threshold determination is given by the residual and E$3°
deviation for the last linear point and the first non-linear point. They are shown for
both methods for the time slices n and n-1 in Figures and [A.6] The residual and the
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Figure 2.11.: x2,, distributions for the first non-linear fit obtained by the x?,;, method
with a maximal absolute x?_; of 40 and a maximal worsening by the factor
of 10, Run 2 system, time slices n and n-1.

E£3° deviation show similar behaviour as for time slice n for the last linear and the first
non-linear point. For the x? ,; threshold algorithm, the absence of a cut on the residual
is seen for the residual and because of the correlation also no cut for the E$2° deviation.

The residual threshold and the x?_,; threshold algorithms are approximate equally sensi-
tive regarding non-linearities. The x? ; method will be used as a restricted check since
the cuts on the x? ; are tuned with the residual threshold algorithms performance.
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3. Results

This chapter summarizes the results of the Level-1 Calorimeter Trigger saturation stud-
ies. The trigger tower (TT) linearity characterisation is performed for the Run 2 system
and the one upgraded LTDB corresponding to 16 TTs at (1.6 < n < 2.5), (%’T << %)
during the Phase-I Upgrade. The residual method applies a cut on the residual at
20 ADC counts. The x?2,, method identifies a non-linearity for a x2,, greater than or
equal to 20 or for a relative worsening of the x2_, for two consecutive fit ranges by a
factor greater than or equal to 10.

For the Run 2 system the linearity characterisation is compared for the residual thresh-
old algorithm and the x?_; threshold algorithm. The Run 2 system performs a 40 MHz
digitisation frequency, therefore the three time slices n, n-1 and n-2 are analysed.

The TT linearity characterisation for the new LTDB is compared with the Run 2
system for the residual threshold algorithm for time slices n, n-1 and n-2. The the Run
2 linearity definition with a maximal residual deviation of 20 ADC counts is applied.
The new system uses a 80 MHz digitisation frequency. Lacking an equivalent in the Run
2 system, the TT linearity characterisation for the intermediate time slices n-0.5 and
n-1.5 are attached in Figure |B.10

The new analog signal path modified by the new Layer Sum Boards influences the sig-
nal latency in total by circa 6-10ns. The signals from the calorimeter layer 0 and layer 3
have the same latency as the Run 2 system. Layers 1 and 2 signals are delayed by several
nanoseconds. Figure demonstrates that the delayed signal is digitised 6 to 10 ns ear-
lier than it was in Run 2. For the same signal height, lower sample heights are measured.
The sample heights before and after the upgrade are shown for one T'T in Figure In
addition to the absolute value change, the latency changes the proportionality for ES3°
and sample height, too. Therefore, the sample heights and E$?° and thus the residual
and E$?° deviations for the new LTDB are not directly comparable to the Run 2 system.

The overlap region n £+ 1.6 is excluded and therefore appears blank in all Figures.

The pulser runs for the TTs at —0.8 <n < —0.4, ¢ = 3 malfunctioned due to broken
electronics and are therefore not linear.
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Figure 3.1.: Phase-I Upgrade delayed signal digitisation and influence on the pulser run.

3.1. Time Slice n

Run 2 System Linearity Characterisation

Figure presents the TT linearity classification for Run 2 for time slice n. Figure [3.2a
shows the findings obtained by the residual threshold algorithm, the characterisation
based on the X2, thresholds is depicted in Figure [3.2b]

The residual method characterises the majority of TTs in the EMB and EMEC outer
wheel to be linear until saturation, coloured in green. This classification is given by
time slice n containing the signal peak. Therefore, for E$#° > 250 GeV the maximal
analog-to-digital converter sample height of 1023 ADC counts cuts is exceeded by the
signal.

The EMEC inner wheel TTs are characterised linear but not saturated, shown in blue.
A TT in the EMEC region contains fewer calorimeter cells than in the central or outer
region. Hence, the Trigger Tower Builder Board sums up fewer cells and the T'T signal
does not saturate by the injected pulses. The outermost TTs of the FCal at n 4.9 are
characterised linear but not saturated, too. Given the large n, the charge injections do
not convert into high enough E$2° to saturate.

Not linear characterised T'Ts are coloured in orange and red, allowing a sub-characterisation
in slightly and highly not linear TTs. Orange means an absolute residual deviation
smaller or equal to 30 ADC counts (and greater or equal to 20 ADC counts). TTs with
absolute residual deviation greater than 30 ADC counts are depicted in red.

22



3.1. Time Slice n

-4 3 -2 -1 0 1 2 3 4 -4 3 -2 -1 0 1 2 3 4

(a) Residual threshold algorithm. (b) X2, threshold algorithm.

Figure 3.2.: TT linearity characterisation with both methods, Run 2 system, time slice
n.
TT linearity categories: linear until saturation — green, linear and not sat-
urated — blue, not linear with 20 < |residual| <30 — orange, not linear with
[residual| > 30 — red. All values in ADC counts.

For the EMEC inner wheel at n 4+ 2.5 and in the outer region the residual method
identifies several slightly not linear TTs and few highly not linear TTs.

The X2, method confirms the TT linearity characterisation obtained by the residual
method, see Figure |3.2bl The EMB and EMEC outer wheel are found to be in general
linear until saturation. The EMEC inner wheel and the outermost FCal T'Ts at 7 slices
are mostly characterised as linear but not saturated. Two TTs in the EMEC inner wheel
are found not linear. In the FCal, the x?2 , finds less not linear TT in the FCal except
for the outermost FCal 7 slice. There, the x?.; method finds two not linear TTs.

The residual method is more stable than the x? , algorithm because the x2.; does
not detect not all non linearities which are found with residual deviations greater than
20 ADC counts by the residual cut. In addition, the x?_,; cuts are optimized with regard
to the residual algorithm. Given the lower sensitivity and the threshold choice, the x2.,
method is used a cross check.

Figure maps the residual deviation for the first non-linear point for all not linear
characterised T'Ts by the residual method. The most TTs deviate less than 30 ADC
counts at the first non-linear point and are therefore characterised as slightly not linear.
Given the residual definition, Equation , points with positive residual deviations lie
underneath the fit projection. To check whether this is because of digitisation saturation
effects, the sample height for the first non-linear point is given in Figure It can
be seen that the first non-linear point sample heights for most not linear T'Ts are close
to 1020 ADC counts. Hence, the non linearities could result from the maximal digital
sample height. Three not linear TTs at (1, ¢) = (3.4,5.3), (3.4,4.5) and (3.8,4.1) have
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Figure 3.3.: Residual deviation for not linear T'Ts and sample height for the NLP for the
residual method, Run 2 system, time slice n.

sample heights for the first non-linear point lower than 900 ADC counts. Therefore,
these non-linearities do probably not result from digital saturation effects.

Some TTs are characterised not linear with negative residuals for the first non-linear
point, because the measured sample heights lie above the linear extrapolation. Thus,
the non linearity is not caused by digital saturation effects.

The residual deviation for the last linear point for all not linear TTs is given in
Figure [3.4a] For most TTs, the deviation is within £5ADC counts, which underlines
the definition as a linear point. Comparing the residuals for the last linear and the
first non linear point for all not linear TTs demonstrates that the residual for the first
non-linear point is always greater than for the last linear point.

An additional cut on the sample height would require thorough care for the n depen-
dency of the sample height. The sample height for the last linear and the first non-linear
point are shown in Figure |3.4b| and Figure [3.3bl Pulser runs for T'Ts characterised as
linear but not saturated do not contain a first non-linear point. Therefore they appear
blank in Figure [3.3b]

The EX° values for the first non-linear and the last linear point for time slice n
obtained by the residual method are attached in Figure . The E$3° deviations
for the first non linear and the last linear point for all not linear TTs are given in
Figure [B.2l The correlation of sample height and E$¥° with approximately 1 ADC
count for 0.25 GeV can be seen. Therefore, the findings discussed for the sample height
and the residual are applicable equivalently for E$° values and the ES° deviation.
For the first non-linear points, a residual of approximately 20 ADC counts is equivalent
to a ES3° deviation of circa 5 GeV. Positive/ negative residuals translate into positive/
negative E5%° deviations.
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Figure 3.4.: Residual deviation for not linear T'Ts and sample height for the LLP for the

residual method, Run 2 system, time slice n.

Phase-1 Upgrade Linearity Characterisation

Figure |3.5] shows the TT linearity classification, for the new LTDB without latency

correction in Figure and for Run 2 in Figure [3.5b

Regarding the T'T linearity

classification no change is seen for the upgraded system. All 16 upgraded TTs are
classified linear until saturation as they are for the Run 2 system.
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(a) Phase-I Upgrade. (b) Run 2.
Figure 3.5.: TT linearity characterisation for the new LTDB and the Run 2 system for

the residual method , time slice n. The Phase-I Upgrade signal latency is

not corrected. All TTs are classified as linear until saturation.
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(a) Residual threshold algorithm. (b) x2.,4 threshold algorithm.

Figure 3.6.: T'T linearity characterisation with both methods, Run 2 system, time slice
n-1.
TT linearity categories: linear until saturation — green, linear and not sat-
urated — blue, not linear with 20 <|residual| <30 — orange, not linear with
[residual| > 30 — red. All values in ADC counts.

3.2. Time Slice n-1

Run 2 System Linearity Characterisation

For the Run 2 system, time slice n-1, the T'T linearity classification is given in Figure 3.6
for both methods. Figure depicts the findings obtained with the residual threshold
algorithm, Figure shows the characterisation by the 2, routine. For time slice
n-1, most TTs in the EMB and EMEC outer wheel are characterised as not linear by
both methods. For (0.7 < |n| < 1.3) and (2.2 < |n| < 2.6) several TTs are characterised
as linear until saturation. At || = 1.2 the T'Ts are linear until saturation for almost the
full ¢ coverage. All TTs in the EMEC inner wheel are linear but not saturated. Most
of the outermost FCal TTs are linear but not saturated, too. Few TTs are slightly not
linear.

The TT linearity characterisation obtained by the x2 , method deviates in the FCal
from the residual based characterisation. The x? , method finds non-linearities in the
FCal for low sample heights because the points fluctuate for low injected charges. The
sample height and the residual deviations are given in Figure [B.4l Figure B.4b| demon-
strates that the x? ; method shows very small residual deviations for the first non-linear
point. In comparison with Figure m, Figure shows the x2.; method stops at too
low sample heights. This behaviour supports the usage of the x? , method restricted to
a cross check but not as an independent method.

In Figure the residual deviation for the first not linear point for all not linear
TTs obtained with the residual method is given. The not linear characterised TTs in
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Figure 3.7.: Residual deviation for not linear TTs and sample height for the NLP, for
the residual method, Run 2 system, time slice n-1.

the EMB and EMEC outer wheel have large residual deviations for the first non-linear
point. Most T'Ts deviate more than 50 ADC counts.

In the EMEC inner wheel and FCal, the TTs deviate less than 40 ADC counts, only
few deviate less than 30 ADC counts. For time slice n-1, the rising edge is digitised.
Therefore, the pulse must be much larger to get a a sample height of greater than
1020 ADC counts. Thus, more saturation effects are seen for time slice n-1 because they
appear for lower sample heights than for time slice n.

The small residual deviations for the last linear point for all not linear T'Ts is given in
Figure The deviations are smaller in the EMB and EMEC outer wheel. The TTs
in the FCal and EMEC inner wheel become non linear more rapidly compared to the
EMB and EMEC outer wheel. There, some last linear points deviate from the fit up to
15 ADC counts and for the first non-linear point by up to 50 ADC counts.

Similar to time slice n, some TTs characterised as non linear have negative residuals
for the first non linear and last linear point. These non linearities are not caused by the
studied saturation effects because the points lie above the extrapolation.

Figure maps the sample height for the first non-linear point. In the EMB and
EMEC outer wheel, the TTs become non linear close to the maximal sample height,
whereas in the EMEC inner wheel and FCal they become non linear for significant lower
sample heights but larger E$?l° values at circa 350 GeV. The E$2° for the first non-linear
and the last linear point are attached in Figure

The E$2° and ES#° deviations for the first non-linear and the last linear point for
time slice n obtained by the residual method are attached in Figures and
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Phase-1 Upgrade Linearity Characterisation

The TT linearity classification for the Phase-I Upgrade without latency correction is
given in Figure [3.8a] The corresponding findings for Run 2 are seen in Figure [3.8b

All Phase-1 upgraded TTs are characterised not linear similar to Run 2. The sub-
characterisation in highly and slightly not linear TTs can only be partially compared
given the not corrected signal latency, which influences the measured sample heights.
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14 16 18 2 22 24 26 14 16 18 2 22 24 26
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(a) Phase-I upgraded TTs. (b) Corresponding Run 2 TTs.

Figure 3.8.: T'T linearity characterisation for the new LTDB and the Run 2 system for
T'Ts installed at the time of this thesis for the residual method with resid-
ual threshold 20 ADC counts, time slice n-1. The Phase-I Upgrade signal
latency is not corrected.

TT characterisation: not linear with 20 <|residual| <30 — orange, not lin-
ear with |residual| > 30 — red. All T'Ts are classified not linear.

3.3. Time Slice n-2

Run 2 System Linearity Characterisation

Figure [3.9) presents the TT linearity characterisations for time slice n-2. Figure [3.9a
shows the characterisation based on the residual threshold. The x2,, method findings
are given in Figure |3.9b

For time slice n-2, the EMB and EMEC outer wheel region are characterised mostly
not linear. There, some T'Ts are characterised linear but not saturated. The EMEC inner
wheel and the FCAL is mainly linear but not saturated. The residual method charac-
terises most TTs at (1.0 < |n|1.4) and |n| = 2.4 highly not linear. The x? ; method
confirms the highly not linear TT in the EMEC inner wheel and the FCAL region. In
the EMB and EMEC outer wheel, the T'Ts are characterised not linear because the x2_;
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3.3. Time Slice n-2

-4 3 -2 -1 0 1 2 3 4

(a) Residual threshold algorithm. (b) X2, threshold algorithm.

Figure 3.9.: TT linearity characterisation with both methods, Run 2 system, time slice
n-2.
TT linearity categories: linear until saturation — green, linear and not sat-
urated — blue, not linear with 20 < |residual| <30 — orange, not linear with
[residual| > 30 — red.

worsening factor is exceeded for the initial variations and overlapping data points.

Figure shows the mostly negative residual deviations for all not linear TTs for
the first non-linear point. In combination with the sample heights, Figure [3.10b| it is
seen, that the most TTs in the EMB and EMEC outer wheel are far from saturation.
For (1.0 < n < 1.4) and |n| = 2.4, the pulser runs have sample heights of 800 ADC
counts for the first non-linear point and deviate more than 30 ADC counts.

Figure [B.7al shows the small residual deviations for the last linear point for all not
linear TTs. FExcept for few TTs in the outer region, the last linear points deviate less
than 10 ADC counts from the fit.

The E$¥° and E$*° deviations for the first non-linear and the last linear point for
time slice n obtained by the residual method are attached in Figure and Sample
height and E$?° are correlated, thus the findings translate from the sample height and
residual to the E$¥° and ES3° deviations.
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3. Results
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(a) Residual deviation NLP not linear T'Ts. (b) Sample height NLP.

Figure 3.10.: Residual deviation for not linear TTs and sample height for the NLP, for
the residual method, Run 2 system, time slice n-2.

Phase-1 Upgrade Linearity Characterisation

Figure shows the T'T linearity classification for time slice n-2. The characterisation
after the Phase-I upgrade without signal latency correction is given in Figure (3.11al for
Run 2 it is seen in Figure

The Phase-I upgraded TTs are mostly found slightly not linear with an absolute resid-
ual in the range of 20 to 30 ADC counts. In comparison with the Run 2 characterisation
this behaviour is expected. Six TTs at n = 1.6 and n = 1.7 are characterised linear
until saturation. This could be an artefact of the latency which reduces the slope and
therefore the proportionality between the sample height and the E$2° values. Hence,
the linearity threshold of 20 ADC cuts looser for the not re-timed digitisation as the
sample height is smaller for the same ES2° .

The Level-1 Calorimeter Saturation Studies analyses the trigger tower linearity for the
readout electronics as used in Run 2. The time slices n, n-1 and n-2 are characterised
in three linearity categories: linear until saturation, linear but not saturated and not
linear. Not linear TTs are further distinguished by the residual for the first non-linear
point in highly and slightly not linear.

The characterisation of the T'Ts corresponding to newly installed LTDB has not found
any significant change in the linearity of pulses which cannot be traced back to the
new signal path latency. The linearity studies of the Run 2 trigger towers provide a
commissioning reference once more LTDBs are installed and the analog signal paths are
synchronized for the different layers by the Tower Builder Boards.
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3.3. Time Slice n-2
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(a) Phase-1 upgraded TTs. (b) Corresponding Run 2 TTs.

Figure 3.11.: TT linearity characterisation for the new LTDB and the Run 2 system
for TTs installed at the time of this thesis for the residual method with
residual threshold 20 ADC counts, time slice n-2. The Phase-I Upgrade
signal latency is not corrected.

TT characterisation: linear but not saturated — blue, not linear with
20 <|residual| <30 — orange, not linear with |residual| > 30 — red. All TTs
are classified not linear.

31



4. Conclusion

The LAr calorimeter Phase-I upgrade provides an increased granularity in 7, and longitu-
dinal shower information. Therefore, the Run 2 trigger towers real time path is modified
by the new Layer Sum Boards and LAr Trigger Digitizer Boards (LTDBs). The signal
is transmitted via a new analog signal path to the Run 2 Tower Builder Boards (TBBs).
This thesis analyses the linearity of the trigger tower (TT) signal digitisation before and
after the Phase-1 upgrade.

The linearity of a TT is characterised in three categories: linear until saturation,
linear but not saturated, and not linear. Two linear fit algorithms have been developed
and calibrated with data from the Run 2 system. In addition, the absolute values and
deviations from the fit regarding the sample height and E$?° are analysed.

The algorithms extend the fit range iteratively and identify the last linear and the first
non-linear point for a series of pulse injections per T'T. The residual method cuts on the
residual of the last point included or the next point not included in the fit range. The
X2, method compares the x2 , values for two consecutive fit ranges. The x2_, thresholds
are based on the residual method’s performance. Therefore, it is used as a cross check
for the residual method. Due to fluctuations at low E$2° values, the x2, method is
found to be less stable.

The linearity of the E$%° and ADC sample height has been investigated and the slope
of approximate 4 was found as expected. For time slice n, the EMB, EMEC outer wheel
and the FCal region are characterised linear until saturation. The EMEC inner wheel
and the outermost FCal TTs are characterised linear but not saturated. For time slice
n-1, the EMB and EMEC outer wheel region is found slightly non linear. Only the
trigger towers near |n| = 1 are characterised as linear until saturation. The EMEC inner
wheel and the FCal are characterised linear but not saturated. For time slice n-2, the
EMB and EMEC outer wheel are found non linear with residuals in the range of 20 to
30 ADC counts, near |n| = 1 the residuals are greater than 30 ADC counts. FCal and
EMEC inner wheel are characterised linear but not saturated.

So far, one LTDB corresponding to 16 T'Ts has been installed during the Phase-
I upgrade. The new signal path latency has not been corrected yet and the signal
is digitised 6 to 10ns earlier than in Run 2. Therefore, only a qualitative linearity
characterisation is possible because the digitised sample heights are not calibrated. The
linearity characterisations of the new TTs are in agreement with the corresponding
Run 2 system, provided that the thresholds are approximately valid for the mistimed
digitisation.

The signal latency needs to be retimed at the T'TBs. Once more LTDBs are installed,
calibration runs for the TTBs and LTDBs can be taken. More charge injections points
close to saturation would enable a new sensitivity for the non linearity characterisation.
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Appendix

A. Threshold Determination

A.l. Residual Threshold Determination

Figure shows the residual deviations for the first non-linear point excluding all
saturated trigger towers for threshold of 10 and 20 ADC counts for Run 2 trigger towers,
time slice n-1. Similar to time slice n, the tails of the approximate Gaussian distributed.
Unlike for time slice n, very few trigger towers are saturated, therefore, both distributions
show more entries. The negative residuals in Figure belong almost exclusively to
FCal and EMEC inner wheel TTs. Most of the very large residuals results from TTs
near to the overlap region.
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Residual [ADC counts] Residual [ADC counts]
(a) Residual threshold 10 ADC counts. (b) Residual threshold 20 ADC counts.

Figure A.1.: Residual deviations for the NLP excluding all saturated T'Ts for the residual
method with the thresholds 10 and 20 ADC counts, Run 2 system, time slice
n-1.

Figure demonstrates the cut on the residual at 20 ADC counts for the LLP.
Compared to time slice n, the residual deviation is larger for time slice n-1 because the
TTs are less linear. Figure depicts the large deviations in the EMEC inner wheel
and FCal. Similar to slice n, the residual in the central region is close to + 20 ADC
counts.

The E$2° deviation is smaller than + 8 GeV for most trigger towers, similar to time
slice n, Figure some FCal and EMEC inner wheel TTs deviate more than £+ 10 GeV.
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Figure A.2.: Residual and E$*° deviations for the LLP for the the residual method with
a threshold of 20 ADC counts, Run 2 system, time slice n.
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(c) Residual deviation. (d) ES2° deviation.

Figure A.3.: Residual and FE$*° deviations for the LLP for the residual method with a
threshold of 20 ADC counts, Run 2 system, time slice n-1.
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A. Threshold Determination

A.2. Chi Squared Reduced Threshold Determination
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(a) Time slice n. (b) Time slice n-1.

Figure A.4.: x2 , distributions for the last linear fit obtained by the x? , method, Run
2 system, time slices n and n-1.
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Figure A.5.: Residual and E$3° deviations for the LLP for the x?,, method with a
maximal x2,; of 20 and a maximal relative worsening of 10, Run 2 system,
time slice n.
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Figure A.6.: Residual and E$*° deviations for the LLP for the x?., method with a
maximal x2,; of 20 and a maximal relative worsening of 10, Run 2 system,

time slice n-1.
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B. Results

B. Results

B.1. Time Slice n

(a) ES8° NLP.

Figure B.1.: ES?° values for the NLP and LLP for the residual method, Run 2

time slice n.
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(b) E$3° deviation LLP for not linear TTs.

Figure B.2.: ES¥° deviation for the NLP and LLP for not linear TTs for the residual
method, Run 2 system, time slice n.
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B.2. Time Slice n-1

Figure [B.3b] maps the sample heights for the last linear which lie at circa 800 ADC
counts. The pulser runs for the innermost 7 slices, |n| < 0.2, contain only three points
with 200 events in the range of 150 GeV to 350 GeV. At time slice n, the pulser run
saturates for 250 GeV, therefore, the last linear point is found at 150 GeV due to the lack
of a point in between. At time slice n-1, the pulser run becomes not linear at 350 GeV,
thus, the last linear point is declared at about 250 GeV.
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(a) Residual deviation LLP not linear TTs. (b) Sample Height LLP.

Figure B.3.: Residual deviation for not linear T'Ts and sample height for the LLP for
the the residual method, Run 2 system, time slice n-1.
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Figure B.4.: Sample height and residual deviation for the NLP for the x?2,, threshold
method, Run 2 system, time slice n-1.
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Figure B.5.: ES3° values for the NLP and the LLP, Run 2 system, time slice n-1.
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Figure B.6.: ES¥° deviation for the NLP and the LLP, Run 2 system, time slice n-1.
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B.3. Time Slice n-2

Figure [B.7a] shows the residual deviation for the last linear point for all not linear TTs.
The not linear FCal TT show residuals greater than 20 ADC counts after being included

in the fit. This is due to the fit instability at low B3

In Figure [B.7b, the sample

height for the last linear point is given. In the central region, the pulser runs do not
exceed 300 ADC counts except for (1.0 < |n| < 1.4) and |n| = 2.4, where up to 700 ADC
counts are reached. The sample heights for linear but not saturated TTs are below
50 ADC counts in the EMEC inner wheel and FCal.
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Figure B.7.: Residual deviation for not linear T'Ts and sample height for the LLP for
the residual method, Run 2 system, time slice n-2.
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Figure B.8.: ES3° values for the NLP and LLP for the residual method, Run 2 system,

time slice n-2.
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Figure B.9.: ES?° deviation for the NLP and the LLP for not linear TT for the residual
method, Run 2 system, time slice n-2.
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B.4. Time Slices n-0.5, n-1.5
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(a) Time slice n-0.5. (b) Time slice n-1.5.

Figure B.10.: TT linearity characterisation for the new LTDB installed at the time of
this thesis for time slices n-0.5 and n-1.5 for the residual method with
residual threshold 20 ADC counts, time slice n. The Phase-I Upgrade sig-
nal latency is not corrected.

TT characterisation: linear until saturation — green, linear but not satu-
rated — blue, not linear with 20 < |residual| <30 — orange, not linear with
[residual| > 30 — red. All TTs are classified not linear.
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