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Abstract

Wilsonian renormalization group theory (WRG) is applied to the spin-1 Bose gas both
in the thermal and in the symmetry-broken polar phase. After deriving the mean-field
phase diagram, the concept of WRG is outlined in terms of a 1-loop perturbative expan-
sion. In the thermal phase, all relevant flow equations are derived and analyzed for their
fixed point behavior and critical exponents. To describe the thermal phase transition,
the symmetry is broken explicitly to determine the action for the condensed polar phase.
Utilizing this action, flow equations in the polar phase are computed including the renor-
malization of the condensate density. A general scheme is established to investigate the
flow equations in a cut-off independent manner at fixed macroscopic density. We find cut-
off independent critical temperatures as well as the decrease in condensate density towards
criticality. Nevertheless, anomalous scaling is observed in most couplings impeding con-
vergence and physical predictions. This is addressed by introducing anomalous couplings
for the temporal and spatial derivatives for which additional flow equations are derived.
As a consequence, cut-off dependencies disappear and predictions for all couplings are
obtained. However, singularities turn up in the flow equations halting the flow and raising

difficulties in convergence behavior.

Zusammenfassung

Wilsons Renormalisierungsgruppe (WRG) wird auf das Spin-1 Bose Gas sowohl in der
thermischen als auch in der symmetriegebrochenen polaren Phase angewandt. Nachdem
das Mean-field Phasendiagramm hergeleitet wurde, wird das Konzept von WRG im Rah-
men einer 1-Loop perturbativen Entwicklung eingefiihrt. In der thermischen Phase werden
alle relevanten Flussgleichungen berechnet und auf Fixpunkte und kritische Exponenten
hin untersucht. Um den thermischen Phaseniibergang zu beschreiben, wird die Symmetrie
explizit gebrochen und die Wirkung in der kondensierten polaren Phase bestimmt. Mit
dieser Wirkung werden Flussgleichungen in der polaren Phase unter Einbeziehung der
Renormalisierung der Kondensatdichte errechnet. Ein allgemeiner Ansatz, um Flussglei-
chungen unabhingig vom gewédhlten Cut-off bei fester makroskopischer Teilchendichte zu
berechnen, wird eingefiihrt. Wir beobachten sowohl Cut-off unabhéngige kritische Tempe-
raturen als auch den Abfall der Kondensatdichte nahe dem kritischen Punkt. Trotzdem
wird anomale Skalierung in den meisten Kopplungskonstanten beobachtet, welche Kon-
vergenz und physikalische Vorhersagen verhindert. Durch die Einfiihrung anomaler Kopp-
lungskonstanten in den Zeit- und Ortsableitungen und die Berechnung der entsprechenden
Flussgleichungen kann diese anomale Skalierung beseitigt werden und wir erhalten Cut-off
unabhéngige Vorhersagen fiir alle Kopplungskonstanten. Bei Beriicksichtigung der anoma-
len Kopplungskonstanten treten hingegen Singularitédten in den Flussgleichungen auf, die

zu Problemen im Konvergenzverhalten fiithren.
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Chapter 1

Introduction

Since the prediction of Bose-Einstein condensation (BEC) [1, 2] which describes the macro-
scopic occupation of the lowest energy eigenstate below a certain critical temperature and
its subsequent discovery in 1995 both in sodium ?*Na [3] and rubidium ®"Rb [4], there
has been great interest in further research of this macroscopic quantum state. The first
experimental designs still relied on magnetic trapping to confine the dilute atomic vapor
and thereby retained the atoms in one hyperfine spin state. This approach suppressed
possible spin-spin interactions which first became conceivable after the creation of a BEC
in an optical trap that did not constrain the atoms any longer [5]. Including spin degrees
of freedom, a variety of different ground states arises in which the Bose gas can condense
depending crucially on the type of interaction itself. This becomes apparent when com-
paring the symmetry group of a spin-0 Bose gas U(1) to the one of a spinor Bose gas
SO(3) x U(1) together with the fact that every condensed ground state corresponds to
the breaking of a particular symmetry. Furthermore, including external magnetic fields
becomes decisive due to the linear and quadratic Zeeman effect that changes the energy
gap between the magnetic quantum number m = 0 and the two side modes at m = +1
in the case of a spin-1 Bose gas. Spinor Bose gases exhibit interactions not only between
equal species of magnetic quantum number but also between different ones. Here one has
to highlight especially the spin changing collisions which, in a spin-1 gas, can change two
m = (0 atoms in one m = 1 and one m = —1 atom or vice versa. Such scattering has
been observed both for 2*Na and for 8'Rb in [6-8]. For further reading on the variety of
different research performed in spinor Bose gases we refer to the reviews [9, 10].

This thesis will be restricted to interacting spin-1 Bose gases without an external potential
but including the quadratic Zeeman shift. Therefore, we start by introducing the Hamil-
tonian for a spin-1 Bose gas. The possible spin-spin interactions in particular create a
more sophisticated s-wave interaction structure compared to the spin-0 gas. Furthermore,
the magnetic spin quantum number that labels the three distinct Zeeman states leads to
the dependence of the gas on external magnetic and microwave fields. For the analysis of
BEC we work out the mean-field phase diagram at zero temperature where our notation
will already be adopted such that it suits the application of Wilsonian renormalization.
The introduction further contains a brief crash course in thermal quantum field theory to
establish key concepts that are employed later when performing the renormalization.
Chapter 2 commences with a general introduction into renormalization techniques, and
in particular Wilson’s. This will then directly transition to the explicit application on
the thermal spin-1 Bose gas action. After performing the two pivotal steps of Wilsonian
renormalization group (WRG), i.e. mode elimination and rescaling, the flow equations for

all couplings in the thermal phase will be computed. These computations aim to give a
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comprehensive presentation of the application of WRG. The obtained flow equations will
then be analyzed regarding their fixed points and the corresponding critical exponents.
They will not be discussed further as the goal of this thesis is to describe the thermal
phase transition into the condensed polar phase.

In Chapter 3 we acknowledge that the thermal flow equations do not suffice to tackle
condensation and we will thus straightforwardly extend the previous computations to the
symmetry-broken regime. By breaking the symmetry explicitly and following the outline
of WRG as in Chapter 2, we determine flow equations in the polar phase. The technical
caveats, like the renormalization of condensate density and relations between the couplings,
will be discussed in detail. This set of flow equations will then be analyzed for 2Na where
we first discuss the cut-off dependent initialization that yields a flow towards cut-off inde-
pendent results at a fixed macroscopic density. We observe a crucial dependence of the
critical temperature on the quadratic Zeeman shift at low densities that allows to tune
the spin-1 towards a spin-0 gas. The outcome of the flow equations gives a prediction
for the critical temperature and the condensate density. However, a strong influence of
anomalous renormalization is observed that leads to cut-off dependencies and different
scaling dimensions than expected.

Having in mind the deficiencies of the computation without anomalous renormalization,
we explicitly determine flow equations for all four anomalous couplings in Chapter 4. Tak-
ing them into account when evaluating the flow, resolves the previously observed cut-off
dependence and convergence to zero of most couplings. However, new difficulties such
as singularities in the flow equations for large flow parameters arise whose resolution is

postponed to future works.

1.1 Spin-1 Hamiltonian

As we focus on interacting Bose gases with total spin F' = 1, this introductory section will
introduce the Hamiltonian for such a system and show how the new spin-spin interactions
are incorporated. The total spin of an atom is determined by its electron spins, orbital
angular momentum of the electrons and nuclear spin. Both 23Na and 8"Rb have possible
F =1 total spin states and are widely used in BEC experiments making the restriction to
spin-1 systems plausible. Subsequently, the mean-field phase diagram of the Hamiltonian
is determined giving a first insight in the possible ground states of the spin-1 system. The
presentation and the notation is oriented at the two reviews by Kawaguchi and Ueda [9]
and Stamper-Kurn and Ueda [10].

The Hamiltonian H , describing a spin-1 Bose gas in d spatial dimensions, consists of

three distinct contributions. The kinetic behavior of a non-interacting gas in an external



1.1. Spin-1 Hamiltonian

potential Uext (r) is described by the so-called Gaussian part
. LN ; v: oo .
HOZ/HﬂggF%“”(‘mw*l@“”>@m“y (1.1)

The gas consists of N indistinguishable bosons with mass M and is described by field
operators \ilm(r) where the index m indicates the magnetic spin quantum number that
ranges from —F to F. This index is dropped later and the field vector ¥(r) is introduced
that contains the 2F + 1 individual field operators. In the operator formalism the field
operators obey the canonical bosonic commutation relations. The total particle number

operator N is defined as
N:/m@@@@: dr f(r) (1.2)

with 7(r) being the particle density operator.

The second contribution to the Hamiltonian is the interacting contribution that, besides
the density-density interactions which are also present in a spin-0 system, also allows for
spin-spin interactions. Determining the interacting contribution involves a few assump-
tions that are discussed in greater detail in [10] and will be briefly annotated here. Due
to the typically low densities in Bose gases, two-body scattering is sufficient to describe
the interaction. Such scattering consists of two subtypes, i.e. a short-range and a long-
range part separated by a length scale ry where the latter one is dominated by magnetic
dipole-dipole interactions. Such long-range scattering is neglected throughout this thesis
and only short-range interactions are included.

For ultracold gases the thermal de Broglie wavelength A, exceeds the mentioned sep-
aration scale A, > rg and therefore only partial waves with combined initial angular
momentum Lpairin = 0 collide. Next, we assume the interaction potential for the short-
range collisions to be rotationally invariant. At vanishing external magnetic fields this
holds true exactly; however, this assumption also applies for field strengths on the order
of the normal Zeeman regime, i.e. the ground state hyperfine structure. This rotational
symmetry ensures the conservation of the total angular momentum which is the sum of
the total orbital angular momentum I:pair and the internal angular momentum ﬁ'pair. We
already found that the initial angular momentum is zero for cold collisions and thus the
initial total angular momentum is just Fpairin. Generally, both contributions are not
conserved separately as dipolar relaxation can lead to the exchange of angular momen-
tum between the orbital and the internal term. However, in the so-called “weak-dipolar
approximation” such spin-orbit couplings are discarded and the separate conservation of
both angular momenta is assumed, signifying that the outgoing state is also an s-wave.
Finally, mixing between different total hyperfine states, e.g. hyperfine relaxation from
F =2 to F =1, is not taken into account.

To conclude, the interactions in a dilute and cold Bose gas are dominated by s-wave scat-

tering. In contrast to the spin-0 system, this does not only occur in the Fj,;: = 0 channel
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but also in the higher spin channels. They are further limited by spin statistics as the
exchange of two particles in the many-body wave function yields a factor of (—1)Fpair+2F
in the spin part and of (—1)%rair in the orbital part which must combine to a total factor of
(—1)2F . Therefore, the sum Fpair + Lpair must be even; thus, in case of s-wave interactions
Flair is even individually. In the case of F' = 1, only the channel Fjui; = 0 and Fpair = 2
are used for scattering. The description of these channels contains the different s-wave
“anr that can be determined experimentally for %Na (ap = 47.36 ap,
az = 52.98ag) [9, 11] and 8Rb (ap = 101.8ap, az = 100.4ap) [12] with ap being the
Bohr radius. This conclusion of dominant s-wave scattering results in the interaction
Hamiltonian [13, 14]

scattering lengths ap

drhap.,.
Hip = 253 —r;) Z T"PFIM (1.3)

z;é J even Fpair

when applying the pseudo-potential method [15]. The sum runs over all particle pairs
where the double counting is corrected by the prefactor of % Every atomic pair is then
mapped by the projection operator prair into the possible spin channels with even Fja;;.
Using the completeness relation, the projection operators can be summed to the tensor

product between two identity operators 1 which act on a single particle:

|ﬁ>
|=>

2F
Z o - (1.4)

Fpalr—o

The tensor product ® indicates the application to either the first or the second particle
of the pair. The spin operator acting on the atomic pair Fpair = F®1+1®F can be
decomposed into single particle spin operators F. This decomposition proves useful to

compute the squared spin pair operator
—F?ol+i@F?+2F@F (1.5)

where the boson pair is an eigenstate regarding the three squared operators. This property
can be exploited by applying the above operator relation on the previous completeness

relation and extracting the tensor product of two spin operators

2F

FA1 ® F = Z ( palr Palr + 1) F(F )) PFpalr ° (16>
Fpaxr_o

So far our reasoning applies to all integer spins, but from now on we restrict the discussion
to spin F' = 1. One can recall that only even total angular momentum is possible in s-wave
interactions due to quantum statistics. This enables us to rewrite 1 ® 1 = Py + P, and
FeoF = ]52 — 2]50 as the projection into Fpar = 1 has to be excluded. The interaction
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potential (1.3) can thus be rewritten in terms of identity and spin operators

N 1 N 2 o N 2
Hipy = 5/dr o: (F@Im) +a Y (VERI@) | (@)
V=x,y,2

Here, the interaction potential is already presented in terms of field operators in its sec-
ond quantized form where the : represents normal ordering as the Hamiltonian is still in
operator form. The first contribution are density-density interactions with the coupling
constant ¢y that appear due to the identity operator, whereas the tensor product of two
spin operators leads to spin-spin interactions with coupling constant ¢;. As both interac-
tions can occur in either the Fpa = 0 or the Fla = 2 channel, their couplings can be

expressed in terms of the two s-wave scattering lengths for both spin channels

Ah? ag + 2as Ah? as — ag (1.8)
cn = _— Cl1 = . .
T M3 YTM 3
The spin matrices (F,)pmm = <1,m|F,,|1,m’ ) are determined using the matrix elements
of the spin operator in the single particle spin basis:
. 010 {0 =1 0 10 0
i
Fob=—11 0 1], F,=—|1 0 -11, F,=10 0 0 1.9
=7 =7 z (1.9
010 0 1 O 00 —1

In (1.7) we found the description of s-wave interaction in a spin-1 Bose gas and thus
assembled the second contribution to the Hamiltonian. The third one stems from the fact,
that for F' = 1 the energy of the particles in the two magnetic quantum states m = +1
can be tuned using the linear and the quadratic Zeeman effect which is absent for spin-0

bosons. The corresponding operator is

F
iy — / dr 3, (0)(pFz + qF2) B (r). (1.10)
m=—F

The linear Zeeman coupling p = —gupB, contains the Landé factor g, the Bohr mag-
neton up and the magnetic field B, that is aligned along the z-axis. The spin matrix
F, incorporates the opposite energy shift for the m = +1 states and the invariance of
the m = 0 state. In contrast to the linear Zeeman shift that is solely caused by the
external magnetic field, the quadratic Zeeman coupling ¢ = gg + ¢gnw can also be tuned
using an external microwave field. The magnetic contribution gg = % depends
quadratically on the linear Zeeman coupling and is inversely proportional to the hyperfine
energy splitting AEy;. For 23Na this splitting is AEL;/h ~ 1.8 GHz and for ¥'Rb one
has AEyne/h ~ 6.8 GHz [9], whereas the Landé factor for both atoms in the F' = 1 state
is g = —%. The external microwave contribution is controlled independently using an
off-resonant microwave dressing field [16]. This individual tuning of the quadratic Zeeman

coupling motivates the later neglect of the linear Zeeman shift in the phase diagram and
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in the subsequent flow equations. Besides, the linear Zeeman effect can also be removed
by transforming into a new frame of reference that rotates with the Larmor frequency
around the z-axis.

Having introduced the three contributions, the full Hamiltonian for a spin-1 Bose gas in-
cluding Zeeman effects is H= I:IO + ﬁint + ﬁz. As the Wilsonian renormalization is later
computed in the coherent state path-integral formalism, one has to replace the field oper-
ators by corresponding C-vector fields ¥(r) and thus can also drop the normal ordering

that appeared in (1.7).

1.2 Mean-field phase diagram

Typically, the mean-field phase diagram is determined by straightforwardly minimizing
the energy functional of the Hamiltonian. As we will later apply WRG on the spin-1 Bose
gas, one needs to acknowledge that throughout the renormalization four-point couplings
renormalize individually and cannot be determined by the s-wave scattering lengths any-
more. Especially when the symmetry is broken explicitly in Chapter 3, the ground-state
has to be expressed in terms of more general coupling constants. Therefore, we will already
introduce and employ them when working out the mean-field phase diagram. At first, the

interaction Hamiltonian is expanded into the components of the field vector

C co+c
Hig = /dr [;mfor‘* g (M 1) + (o + ) ([0 + 901 )
2 2 % Ty * *2

From a WRG perspective, all couplings in front of a distinct field term may renormalize
independently starting from its initial value. This is incorporated by rewriting the above

expansion in terms of a set of generalized four-point couplings gi(;.l,zl

1
4 * *
Hu = [dr 37 gl i) 00w @) ). (1.12)
ijkl=—1

However, the expansion also exhibits an indistinguishability between the two incoming
particles in an s-wave scattering as well as for the outgoing ones. This reflects the arbitrary
labeling of particles. Also, the exchange of incoming and outgoing particles leads to
an indistinguishable result as all s-wave scatterings happen in both directions. These
symmetries are implemented by enforcing some interchange rules
@ _ @ _ 4 _ (4

9ijkt = kit = Yitks = 9jilk (1.13)

for the indices of the four-point couplings. As we still assume a non-vanishing linear

Zeeman shift p there are seven different non-zero four-point couplings resulting from the
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expansion (1.11). Their initial values (in a renormalization scheme) can be easily read off

as
(4) o (4) co +c1 (4) co+c1
90000,in = 5 > J1111,in = ) 91-1-1,in = )
2 2 2
(4) co+c1 (4) co+c1 (4) o —C1
9oo1lin = — 4 900-1-1,in = ) 911-1-1,in = )
4 4 4
4 4 1
9(()1)0-1,111 = ggﬂzlo,in 9 (1.14)

As couplings do not alter in mean-field computations, we can just work out the ground
states in terms of the four-point couplings instead of the scattering lengths. All four-point
couplings that cannot be constructed by using the interchange relations and the initial
values shown above are zero initially. At this point one should also note that neglecting
the linear Zeeman effect p = 0 leads to an indistinguishability of the m = 1 and the
m = —1 state as both are shifted equally by the quadratic Zeeman effect. This reduces
the seven distinct couplings to only five, as then 96321-1 = 9(()4(1))11 and g(f )

1-1-1 = 95?11- This
will be used later when the WRG is performed including only the quadratic Zeeman shift.
To derive the mean-field phase diagram, the field operators are replaced by the correspond-
ing mean-fields in the full Hamiltonian. Besides, the external potential Uy (r) is dropped
as we only consider free Bose gases in this thesis. As foreshadowed, also the linear Zeeman
effect p is neglected since the detuning of Zeeman states can be performed using microwave
fields that only affect the quadratic Zeeman shift. Assembling this yields the mean-field
Hamiltonian
V2 L
H= /dr {\IIT( —sut qFf)‘If + Y gszlz LAY
ijkl=—1

(1.15)

from which the ground states are now derived. Spatial arguments of the fields are dropped
here for simplicity.

In cold Bose gases the particle number is a strictly conserved quantity; hence, the system
must be treated in the grand canonical ensemble where the particle number is kept constant
using a Lagrange multiplier . This so-called chemical potential is subtracted from the
Hamiltonian K = H — uN to insert the constraint. Assuming a uniform and stationary
ground state implies that the variation 6 X' = 0 must vanish. Computing this explicitly

yields

1

1
5K:/dr 3 [5\1’2(5ab(qa2—ﬂ)+2 > Gina Vi), 4+ cc }:0. (1.16)
cd=—1
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As the variation is arbitrary, one can read off six equations, i.e. the time-independent

Gross-Pitaevskii equations,

1

1
0= > (5ab(qa2 —)+2 Y gl \Ifl‘%) o, (1.17)
b=—1 cd=—1

which define the ground states. In order to solve these equations it proves insightful to

expand the Gross-Pitaevskii equations explicitly

4 4 4 4
0= (q —p+ 2951)11"1’1‘2 + 49(()0)11|‘I’0|2 + 49%121_1“1’—1|2>‘1’1 + 29612)-1‘1’?)‘1’3

4 4 ' \ B
= [( B 49(()0)11(‘\11”2 + ’\11'1‘2) + 29(()0%)0’\110’2) e + 49(()1%)_1\111\11_1 e 0| ||

4 4 4 4 *
0= (q— 1+ 495711191 + 4011 %ol + 20119 ) Wy + 26010, W30T . (1.18)

Using the particle density n = UIW, we will now derive the different solutions of these
equations. From the second equation two possible constraints can directly be deduced
when separating Wy in its absolute value and its phase ¢g. Either the absolute value ||
equals zero or the large bracket vanishes. Take note that the above equations become
simpler when inserting just the density-density and the spin-spin coupling instead of using

generalized couplings as done in [9].

Ferromagnetic phase (F)

If [¥y| = 0, two solutions are found in case of ¥; or ¥_; being zero. This corresponds
to the ferromagnetic ground state that has only occupancy in either the m = +1 state.
Besides the field vector, the energy density ¢ and the spin expectation value per particle
f are also computed for all ground states

VAN

1
q 1 Z
e=TWF2w 4+ = N gl wrvwry,, fi= . (1.19)
n T ikl=—1 n

The total phase of the ground state cannot be determined using the time-independent
Gross-Pitaevskii equations; however, it is irrelevant for the ground state itself. Thus, only
three absolute values and two phases are determined which implies that the sixth equation
fixes the chemical potential u. For the ferromagnetic ground state the computation is still

fairly short and leads to two different fields that behave alike when no linear Zeeman shift

is present
e 0 0 0
U=yn| 0 [, f=10 or VY=yn|l 0 |, f=]0|. (120
0 1 el -1
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Both global phases ¢ and ¢.; can be chosen freely. The magnetization parallel or an-
tiparallel to the z-axis explains why this phase is called ferromagnetic. Next, the chemical
potential and the energy density are found as
4 4
H=q-+ 2ng§1)11 ) €=q+ ”9%1)11 . (1.21)

Which of the two superselection sectors is reached for a strictly vanishing linear Zeeman
shift in a sufficiently large Bose gas is random and induced by fluctuations. Thus, in an

experimental setup no superposition of these two states is expected.

Antiferromagnetic state (AF)

If |Tp| = 0 and both other components are non-zero, one reaches the antiferromagnetic

state. In this ground state both non-zero Zeeman states are equally occupied

(1.22)

=
[l
N
o
.
[l
o O O

Again, both phases appearing in the side modes can be chosen independently and arbitrar-
ily. Due to the equal occupancy, the magnetization also turns out to be zero even though
the side modes are occupied. This can be different when the linear Zeeman shift is turned
on [9]. For the chemical potential and the energy density one finds

(‘i) o)

4 4
B=q+ n(91 11t 29%121-1) ) €E=4q-+ 5(91111 + 29%121-1) . (1.23)

Both these ground states found so far are not the ones that are of main interest in this
thesis. Thus, their properties will not be investigated further and we will move on to the

other two ground states where |¥g| # 0.

Polar phase (P)

Having only an occupation of the m = 0 mode and two empty side modes leads to the
most simple case, the so-called polar phase. From the defining equations one obtains the

field vector and the magnetization

0
\I/:\/ﬁ einO R f:
0

(1.24)

o o O

Apparently, as the susceptible side modes are not occupied, no magnetization emerges in

this ground state and the global phase g is arbitrary. The chemical potential and the
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energy density are

4 4
1= 2nglgho, €= nGogbo- (1.25)

As the polar phase is resembling the ground state of a spin-0 Bose gas, it will be used for
the later analysis of the thermal phase transition into this condensed phase. This means
that through cooling, the macroscopic occupation of the m = 0 mode, i.e. the condensate
density, will emerge at a critical temperature T, and increase under further cooling. The
critical temperature as well as the condensate density are expected to exhibit relations to

the spin-0 results.

Easy-Plane phase (EP)

It can be checked that no ground state exists where only one of the side modes is occupied
alongside the zero mode. Thus, the easy-plane phase has occupations in all three Zeeman
states and therefore is the most complex ground state. At first, the phases can be worked
out by finding the constraint 29 = 1 + .1 that leads to the definition of v, = g — 1
or equivalently ¢, = .1 — ¢g. After clarifying the phases, the Gross-Pitaevskii equations
can be reduced to equations for the absolute values of the three field components. Using
the first and the third equation in (1.18) the equality |¥;| = |¥_1| of the absolute values

is found. This yields the field vector and the magnetization

et Wy | CoS

. 4T | W
W=cl g |, f= ‘\%’nl‘ sin s | - (1.26)
ewz|‘1,1|

Apparently, the easy-plane phase is the only ground state that exhibits an orthogonal
magnetization in the x-y-plane, explaining its name, whereas all other magnetizations

align with the z-axis. The absolute values of the field components are given by

4 4 4 4
W ? = (49(()0)11 + 29(()12)-1 — 9%1)11 - 29%121-1)” —q

=T @ 1 1 1 0
89(()0)11 + 49(()12)-1 - 29(()02)0 - 9%1)11 - 2951?1-1
4 4 4
(49(()0)11 + 29(()12)-1 - 29(()0%)0)” +4q

1 1 1 1 H
169(()0)11 + 89(()1%)-1 - 49(()02)0 - 29%1)11 - 49§121-1

10?2 = (1.27)
Since these equations determine the absolute values, one finds the constraint that the
squared field component must be positive because otherwise an imaginary absolute value
appears. This limited regime of existence for the easy-plane phase becomes important
when later determining the mean-field phase diagram. Also, the chemical potential and

the energy density become more tedious in the easy-plane phase and can be expressed in

10
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terms of the field components

4 4 4
= (89(()0)11 + 49(()1)0-1)\‘1’1|2 + 29(()0%)0|‘I’0|2,

1 4 4 4 4 4
e = (20l + gigholWol" + (2083, + a9l n) s+ (8988, + gl o 10 )
(1.28)

Together with this state, all four distinct ground states of the spin-1 Bose gas have been
found. If one restricted the discussion to mean-field or Gaussian approximations, one could
insert the respective initial value (1.14) for all four-point couplings and would obtain the
results from [9] where they also included the linear Zeeman shift that is of no importance in

this thesis. In the next step the mean-field phase diagram at 7" = 0 will be determined.

Phase diagram

The actual phase diagram is found by determining the ground states for which the energy
density is minimized. This becomes especially difficult when trying to distinguish between
the ground states using all five four-point couplings. Therefore we express the energy
density in terms of the initial values of the four-point couplings as they would be in a
mean-field approach without renormalization. The general expressions above were mainly
introduced for later renormalization calculations that are in terms of generalized couplings.

The energy densities in terms of the mean-field couplings ¢y and ¢ appear to be

ncy ncy
F = — 4+ —
(F): e=q+ o+
(AF): e=q+ %,
ncy
P): = —
(P): e="0,
ncy . (2ney + q)?

Apparently, the term ncg /2 is irrelevant when determining the ground state since it appears
in every expression. This is sensible as ¢y describes the density-density interactions in the
system and they are not affected by the different spin structures of the ground states. Thus,
the two relevant couplings that determine the ground state diagram are the quadratic
Zeeman shift ¢ and the spin-spin interaction coupling c¢;.

In Figure 1.1 the construction of the phase diagram is presented. On the left, the areas are
colored according to their energetically favorable phases which means antiferromagnetic
phase for ¢ < 0 and ¢; > 0, polar phase for ¢ > 0 and ¢; > 0 and easy-plane phase for
q > 0and ¢; < 0. Only for ¢ < 0 and ¢; < 0 an additional separation line appears at
q = 4nc; separating a small wedge of easy-plane phase from the ferromagnetic phase.
Already when the field vector of the easy-plane phase was presented, it was mentioned

that this phase has a limited area of existence which becomes clearer when computing the
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ncy ncy

q=2nc; q=2nc

q=4nc, q=4nc,

q=—2nc q= —2nc;

Figure 1.1: Mean-field phase diagram for the spin-1 Bose gas including the four distinct
phases: Antiferromagnetic (AF), Ferromagnetic (F), Polar (P) and Easy-
Plane (EP). On the left the color scheme highlights which phase is energet-
ically preferred in the respective regime. The black-hatched area indicates
where the easy-plane phase cannot exist. On the right the final phase di-
agram is plotted that combines the energetic favorability with the area of
existence for the easy-plane phase.

field components in terms of the initial couplings ¢y and ¢;

2ncy —q

_ 2nc1+q
401 ’ - '

Uol? =
I O| 861

0y |2 (1.30)
Since the absolute value of the field component must be real, the easy-plane phase can
only exist when the squared expectation values are positive for both distinct components.
This yields that the easy-plane phase cannot exist for |g| > |2nci| and conflicts with the
red areas underneath the black-hatched regime in Figure 1.1. For the red wedge at ¢ < 0
one finds that the ferromagnetic phase is the second most favorable phase and for the
wedge at ¢ > 0 the polar phase becomes the energetically favorable phase. Inserting this
constraint, one ultimately finds the standard phase diagram of spin-1 Bose gases with one
phase per quadrant with the additional polar wedge in the easy-plane quadrant.

In the phase diagram, we observe that the sign of the spin-spin coupling ¢; determines
which ground states are reached. Taking into account the previously presented scattering
lengths for both 2’Na and 8Rb, one finds that sodium has ¢; > 0 whereas rubidium
has ¢; < 0. Thus, tuning the quadratic Zeeman shift should yield a transition from the
antiferromagnetic into the polar ground state for sodium and from the ferromagnetic into
the easy-plane and ultimately into the polar phase for rubidium. Tuning also the linear
Zeeman coupling, the different spin domains for *Na have been experimentally observed
in [7] and for 8"Rb in [6].

12



1.3. Field theoretical preparation

1.3 Field theoretical preparation

In the following chapter we will start applying WRG to spin-1 Bose gases and therefore
some terminology of thermal quantum field theory should be introduced. This section
does not aim to substitute a proper introduction into this topic, as it can be found in [17],
but rather introduces the main objects that will later be used. Additionally, we state the
spin-1 action as well as our conventions concerning Fourier transformations.

It was already mentioned that the spin-1 Bose gas is treated in the grand canonical en-
semble to ensure particle number conservation. In statistical physics the central object
determining the thermodynamic observables is the partition function Z that consists of a
summation over all microstates weighted with a probability factor. In terms of operators,

the partition function is
Z =Ty e AH-1N) (1.31)

The trace corresponds to the summation over all Fock states, i.e. the microstates, and
B =1/(kpT) with kg being the Boltzmann constant that is set to one. By introducing an
imaginary time 7 € [0, 5] and the second-quantized fields ¥(7,r), the partition function

can be rewritten using the coherent state path integral
- / DU (7, £)DV* (7, 1) e~ SEED W ()] (1.32)

In order to introduce complex time, one must demand periodic boundary conditions in the
fields U(0,r) = ¥(B,r) in the bosonic case. We can directly infer from this periodicity that
the Fourier-transformed field has discrete frequencies w,, = 27n/f, the so-called Matsubara
frequencies. The path integral differential DW can be defined rigorously after discretizing
imaginary time and space. In the path integral an action S has been introduced that

results from a Legendre transform of the Hamiltonian

B
S[U(r,r), U*(r,r)] = /0 dr (/ dr W (7, 1)(8y — ) W(r,v) + H[W(r, 1), ¥*(r, r)]> .
(1.33)

The Hamiltonian is obtained, as mentioned previously, by replacing the field operators
by the second-quantized fields. If a Wick rotation to real time ¢ = —i7 is performed and
periodic boundaries are removed, one recovers the standard many-particle path integral
from quantum field theory at zero temperature but with temporal dependencies.

For the spin-1 Bose gas the action is obtained by inserting the previously discussed Hamil-

tonian in (1.33) neglecting once more the linear Zeeman effect and the external potential

V
S = / dT/dI' (\I’T (Z 0r — BYYi ,u+qF2>\I'+ Z gwkl\I’ | \Ilk‘lil) (1.34)

ijkl=—1
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Chapter 1. Introduction

For simplicity the field arguments have been dropped here. Besides the already discussed
terms, two matrices Z, and Z, have been introduced that will become relevant in Chapter 4
when anomalous renormalization, i.e. the renormalization of the derivative couplings, will
be included. These two matrices are diagonal and contain the anomalous couplings Z ;
and 7 ;

Z;n 00 Zer 0 0
Zi=| 0 Zyo 0|, Zu=|0 Zyo 0 |. (1.35)
0 0 Zm 0 0 Zp

Both in mean-field and Bogoliubov approximations these anomalous couplings are just
one as will be their initial value in later renormalization schemes. They account for the
momentum-dependent contribution to the self energy, i.e. the effective description of the
propagator. The neglect of the linear Zeeman shift implies that the anomalous couplings
for the indistinguishable m = +1 states must be equal.

Wilsonian renormalization is typically performed in frequency and momentum space; thus,

our Fourier conventions are introduced at this point as
W(r,r) = Y Wl k) e
k
W(wp, k) = / (7, 1) eilonTHhr) (1.36)
T

Here, we employed the conventions [ = féB dr [dr and ¥, = 1/83", [dk/(27)% The
summation over Matsubara frequencies instead of an integration is a relic from the periodic
boundary conditions of the bosonic fields. Taking the limit to 7' = 0 restores a proper
integral over frequency as the periodicity is enlarged to infinity. For later purposes it

proves useful to further define the delta functions

/ ()T ORI s g1y

i ei(’r—’r’)wn ei(r—r’)k _ 5(7,, o 7“/) (137)
k

using the conventions §(r — ') = §(r — 7/)d(r — ') and §(k — k') = (2m)?B0(k — K')du e -
Having clarified our Fourier transformations, these can be applied to transform the action
into frequency and momentum space using the single particle energy €, = k2/(2M) and
the field abbreviation ¥ (k) = ¥(wy,, k):

S = I W (k) (=iZrwn + Zoer, — p+ qF2) W (k)
k

1
" I Okr + ks =k —ka) D gl Wi (k)W (ko) W (ks) Wa(ka) . (1.38)
k1,ka,k3,ka ijkl=—1
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1.3. Field theoretical preparation

The delta function in the interaction terms ensures energy-momentum conservation in the
two-particle scattering processes. We have now introduced the required framework by
introducing the thermal path integral and the spin-1 action enabling us to continue with

an introduction to WRG in the next chapter.
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Chapter 2

WRG - Thermal Phase

After having introduced the spin-1 Hamiltonian and analyzing its mean-field phase dia-
gram, we skip the discussion of Bogoliubov approximations and directly continue with
the main method of this thesis, i.e. Wilsonian renormalization group (WRG). Results
from the Bogoliubov expansion around the non-zero mean-field will be recovered later, as
in the symmetry-broken phase effectively a perturbative expansion around the Gaussian
Bogoliubov action is performed. However, before WRG is applied in the condensed phase
it should be motivated, introduced and illustratively applied to the thermal spin-1 Bose
gas. Doing so, will require the thermal path integral as well as the action for the spin-1
gas that were both introduced in the previous chapter. The results of this chapter will be
extended later into the polar phase in order to describe the phase transition between the

symmetry-broken and the thermal phase.

2.1 Background

The discovery of renormalization group theory was to some extent motivated by the urge
to understand the appearance of infinities within theories like quantum electrodynamics
(QED). By realizing the difference between physical, meaning measurable, and bare, mean-
ing immeasurable, quantities, a big conceptual step was done to thoroughly introduce the
concept of scale into the physical theories [18, 19]. It was realized that, for example, the
charge of an electron depends on the energy scale at which it is measured. Normally,
this happens on a macroscopic scale, whereas the QED Hamiltonian naturally lives on
a microscopic scale. From this, the concept of a renormalization group flow has already
been foreshadowed, in other words, the dependence on scale of every coupling.

Besides these considerations made for QED, also in magnetic systems, e.g. the Ising model,
first renormalization approaches were developed that successfully described scaling rela-
tions close to criticality. This critical scaling and the corresponding critical exponents are
of particular interest due to universality, i.e. the alike critical behavior of microscopically
different models. It is found that at criticality the symmetries of the system mainly deter-
mine its behavior and not its microscopic details. For the Ising model this was first done
using Kadanoff’s block-spin transformation [20].

Shortly after Kadanoff, Wilson published his seminal papers [21-23] where he introduced
renormalization group theory differentially, explained the same scaling laws as Kadanoff
and derived critical exponents for the Ising model using this new method. The derivation
of critical exponents consists of the search for fixed points of the flow equations, which

describe the change of couplings under the WRG procedure, as they correspond to critical
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Chapter 2. WRG - Thermal Phase

points of the system. Doing a so-called e-expansion in the dimensions, the critical expo-
nents become accessible as we will see later [24]. This new method was also successful
solving the Kondo-problem, i.e. the anomalous increase in electrical resistivity of magnet-
ically impure metals at ultracold temperatures [25]. A detailed historic overview over the
discovery and the development of renormalization group theory can be found in [26] where

Wilson also phrases the concept of renormalization in his own words:

The "renormalization-group” approach is a strategy for dealing with problems
involving many length scales. The strategy is to tackle the problem in steps,
one step for each length scale. In the case of critical phenomena, the problem,
technically, is to carry out statistical averages over thermal fluctuations on
all size scales. The renormalization-group approach is to integrate out the
fluctuations in sequence, starting with fluctuations on an atomic scale and
then moving to successively larger scales until fluctuations on all scales have

been averaged out. [26]

This contains the main idea of renormalization group theory, namely the process of zoom-
ing out and absorbing microscopic details, i.e. fluctuations, in changed couplings and
eventually reaching an effective theory describing the system macroscopically.

After Wilson’s approach to renormalization that is commonly implemented perturbatively,
further improvement was undertaken especially in the development of functional renor-
malization group theory [27, 28] to also understand strongly interacting theories and go
beyond the asymptotically converging e-expansion.

As this work focuses on ultracold spin-1 Bose gases that are weakly interacting, we will uti-
lize the WRG and perturbation theory to investigate the symmetry-broken polar ground
state. So far, WRG has only been described verbally, but lacks the rigorous mathematical

framework that is presented in the subsequent section.

2.2 Wilsonian renormalization

Having motivated and understood the underlying idea of WRG one has to translate this
into a technical frame of equations that comprises the integration over microscopic de-
tails on several length scales. This is performed in two steps where the so-called mode
elimination integrates out the microscopic fluctuations at short wavelengths, i.e. large mo-
menta, and absorbs the appearing terms in new couplings. Afterwards, the action must
be transformed into its initial form in the rescaling step. The presentation will follow the
introduction of WRG in [29].

Before one is able to start with WRG, the action must be regularized, meaning a global
ultraviolet (UV) momentum cut-off Ag is introduced. This is essential, as the action for
the spin-1 Bose gas is not valid up to arbitrary momentum. The s-wave approximation

that is employed to describe the interaction in a pseudo-potential is only applicable up

18



2.2. Wilsonian renormalization

to momenta on the order of the inverse scattering length ag. Hence, a cut-off Ay = k/ag
is introduced with k = 1 being the cut-off parameter to classify different cut-offs in later
sections. This regularization removes UV divergences from our model, whereas the in-

frared (IR) divergences are taken care off by the iterative application of WRG itself.

Mode elimination

In order to integrate out the microscopic fluctuations, a smaller new cut-off A < Ag is
introduced that separates the microscopic fluctuations at large momenta above A from
the retained “macroscopic” regime below A. To implement this new cut-off, the Fourier-

transformed Bose fields ¥(wy,, k) are split into a larger and a smaller contribution

U (wn, k) = O(A — |K|)T(wn, k) + O(k| — A)T(wn, k) - (2.1)

U< (wn,k) U> (wn,k)

Here we use the Heaviside step function ©(z) as separation function leading to a dis-
tinct microscopic and macroscopic momentum shell. Applying this splitting on the action
S[®, U] leads to a decomposition into a purely smaller S<[¥<, UT<] and a purely larger
part S~ [¥U>, ¥T>] as well as a third, mixed contribution S<>[¥U< U< ¥> Wi>] contain-
ing both larger and smaller fields. The first two terms structurally resemble the initial
action and can be split further into a non-interacting Sp and an interacting part Sint sep-
arately.

Throughout the WRG procedure, the macroscopic behavior is not altered as an effective
macroscopic description is computed. Therefore, the partition function Z, i.e. the ob-
ject determining all macroscopic properties, remains invariant under WRG. This allows
performing the integration over the larger fields in the path integral expression for the

partition function (1.32):

z — /D\IJD\I/T e*S[W,‘PTyg]

= /D\I}<D\PT<D\I/>D\I/T> e—S<[‘Il<,\IJT<7g}75>[\II>,\IIT>7g}7$<>[\Il<’\IIT<’\II>7\I/T>7g}
= /Dxp<mﬁ< e ST T es] (2.2)

The new cut-off leads to a splitting in the path integral differential D¥ = DY<DW¥~ and
the mentioned decomposition of the action, which are both performed in the second line
of (2.2). As it was already foreshadowed that new couplings will emerge in the mode
elimination, it proves useful to append a coupling vector g to the arguments of the action.
In our particular case of a spin-1 Bose gas action this vector g = (Zm, Ly Qs s 92(;113;1)
contains all couplings that were mentioned in the previous chapter. The actual mode
elimination takes place in the third line where the large modes are integrated out and

absorbed within a new set of couplings g<. The aim is now to obtain this new set as the
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changed couplings later determine the flow equations. Dropping the field arguments, the

new smaller action can be expressed analytically as
5<[g<] = S<[g] —In (/ D> DY> e5>[g15<>[g1> . (2.3)

The structure of this equation directly reveals, that the logarithm is the change that
emerges and is added to the initial coupling constants. The argument of the logarithm
resembles a new partition function over a microscopic spin-1 Bose gas containing macro-
scopic source fields. Thus, the change is structurally similar to a free energy of the new
partition function that is added to the previous, smaller action. From this resemblance we
can directly infer that in our later diagrammatic approach only connected diagrams are
responsible for the renormalization of any coupling. This conclusion stems from the linked
cluster theorem, that every free energy is the sum over all connected vacuum diagrams
plus a negligible energy constant where in our case the macroscopic source fields are glued
to the vacuum diagrams.

In general, the functional integral over the larger fields is not solvable analytically as in-
teraction contributions beyond Gaussian order are involved. Hence, in WRG one utilizes
perturbation theory to compute the leading terms. The Taylor expansion up to second
order is performed around the Gaussian part of the larger action in the interacting and

mixed parts
1 2
/D\IJ>D\I'T> e57 5% & /D\p>mﬁ> =55 (1 — (577 85) + 5 (57 + Si) )
1 2
_ 2> 1_ /a<> > 1 <> >
= 2 <1 (s +Smt>o+ : <(S +Si) >0> . (2.4)

In the first line, the Taylor expansion is performed where second order physically means
that all diagrams containing up to two vertices are taken into account. This is sufficient
to cover all 1-loop diagrams that will be taken into account later as the spin-1 action only
consists of two-body scattering. In (2.4) the free partition function of the larger action
Zy = [DY>DYUT> e~ is introduced to rewrite the expansion in free expectation values

over the larger action. These are defined for an observable O as
1
(0 = 2= /D\IJ>D\11T>(96’SO> . (2.5)
0

To determine the change of the couplings, the logarithm of the Taylor expansion is taken.
This leads to the above mentioned negligible energy constant that renormalizes the overall

energy constant fp in the action which is zero initially. The change of this constant is

I =fo—m(27) (2.6)

in case of a 1-loop approximation, but is negligible as explained. Next, the expansion

to second order must also be applied to the logarithm of (2.4) yielding the final 1-loop

20



2.2. Wilsonian renormalization

expression for the action after mode elimination

5<1g<] = 5<[g] + (5<>[g] + Sile]),

* é <<S<>[g] - Siit[g]i - <<S<>[g] - Siit[g])2>o> . (2.7)

The subtraction in the second line reflects the fact that only connected diagrams contribute
as argued before. The expectation values in this equation are the key objects that have to
be determined later in order to read off how the couplings change. Adding the expectation

values is equal to absorbing the microscopic details in new couplings.

Rescaling

The second step in WRG after mode elimination is the so-called rescaling. As renormaliza-
tion aims to find an effective description of the system, the action after the renormalization
should have the same structure as the initial one. Before the correct rescaling relations
will be derived, a dimensional analysis is performed for the spin-1 action (1.38) to find
the expected scaling dimensions of all couplings, i.e. their engineering dimensions. In
general, the rescaling relations must be determined for every model individually because
they depend on the dimensionality of the couplings. For the spin-1 gas, the dimension
of momentum and position is [k] = 1 = —[x]. Additionally, the dynamical scaling expo-
nent z sets the dimension of the temperature. The dimensionality of the complex time is
thus found to be [wy] = z = —[7] using (1.38). The action itself has zero dimension as
well as the mass and the dimension of the spatial anomalous couplings are chosen to be
[Z3] = 0. Putting this together leads to an engineering dimension of [] = [¢] = 2 for the
chemical potential and the quadratic Zeeman shift. Next, the Bose fields have engineering
dimension [¥(z)] = % in spatial coordinates and [¥ (k)] = —% in momentum co-
ordinates. For the temporal anomalous couplings one derives [Z; ;] = 2 — z and ultimately
the dimension of the four-point couplings are {ggﬁl} =4 — d — z = €. These engineering
dimensions already suggest the scaling dimensions that will later be found; however, as
this thesis also covers anomalous scaling, a more subtle derivation of the rescaling relations
must be performed.
To recover the structure of the initial action, the momentum is rescaled such that the
initial UV cut-off Ag is reinstalled. This is achieved using the scale factor b = Ag/A to
rescale momentum, frequency and the fields accordingly

kK =bk, wh = b*wy, Wi(k) = ¢, U (k). (2.8)
The Bose field rescaling factor (3; contains both the dimensional rescaling that is deter-
mined by the engineering dimension as well as the wave function renormalization that

appears when including anomalous renormalization. Plugging these rescaling relations
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into the Gaussian part after mode elimination yields

spw' v = Y N )62 25— 7 25w+ gD WE) . (29)

! 1=—1
|kl‘<A0

We replaced the chemical potential here by a generalized two-point coupling ggk t

work out the general rescaling relations. Later this can be simplified to find the correct

(@]

rescaling of p and ¢. From the expression one could technically start reading off the
rescaling relations. However, first the field rescaling factors as well as the dynamical scaling
exponent must be determined. This is done by demanding that the spatial anomalous
couplings renormalize to one as well as Z; o

1;2124}321)— —z— QZ<

(1717

! _
1= 710 =Clob™ %25 (2.10)

Inserting these three constraints fixes the two field rescaling factors and the dynamical

scaling exponent in terms of the changed anomalous couplings after mode elimination.
One finds

< _ < d+2+2
L In ZT,0 In Z:c,o 2 pd+z+
- ) bi — T o<
Inb Zx’i

(2.11)

If the mode elimination does not exhibit anomalous renormalization, the dynamical scal-
ing exponent is just z = 2. The inverse dependence of the field rescaling factor on the
anomalous couplings implies that the scaling dimension might differ from the previously
determined engineering dimension that is found in the exponent of the scale factor. Read-

ing off the rescaled two-point coupling from (2.9) results in

@ 002<
gD = p2di__ | (2.12)

Z<
In case of the Gaussian action in (1.38) that does not contain anomalous renormalization
at 1-loop order as we will show explicitly later, the above rescaling relation simplifies to
M/ — 52M<-

Besides the Gaussian part, the interacting part of the action also needs to be rescaled to

e (1, 1) = I bE6(kY + ki — Z C,iC, Gy Gpab™ )
k&,k’é,ké,k’fl z]kl*—l
/| <Ao
X gUNS W (k) W (k) W ()W (R (2.13)
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To rescale the delta function we make use of the relation §(bk) = b=15(k). The rescaling

relation for the generalized four-point couplings is

(4) 9(411z
! __ 1€ 1]
gijkl_b(Z<Z<Z< Z<)%' (2.14)

iz, 2,k

After performing the rescaling, the renormalized couplings are obtained that can now
be used in the effective field theory. Technically, it does not prove useful to compute
the renormalized couplings directly by determining the change as demanding momentum
integrals can appear. This argument will become clearer in the explicit calculation that
is performed afterwards. Therefore, one typically introduces a flow parameter [ = Inb
and takes derivatives of the renormalized couplings with respect to this parameter. This
removes the momentum integrals and allows for a straightforward computation of the
derivatives. The obtained set of coupled differential equations is subsequently solved using
numerical routines, e.g. Mathematica’s NDSolve routine which is utilized in this thesis.

From the definition of the dynamical scaling exponent z it becomes clear that if anomalous

renormalization is included, it changes as well and thus results in a flow equation

Having another look at the rescaling of the Matsubara frequency leads to the renormalized

temperature 7" = b*T and its corresponding flow equation
= (z+l61z)T. (2.16)

In order to determine the other flow equations we need to evaluate the expectation values
in (2.7) explicitly to find the changed couplings after mode elimination. In this chapter
this will be worked out in the thermal phase where no macroscopic occupation of any

ground state is present.

2.3 Thermal phase flow equations

Following the outlined roadmap of WRG, we now compute the flow equations for the
spin-1 gas in the thermal phase. At first, the field separation (2.1) must be applied to the
action. This is done separately for the Gaussian Sy and the interacting Siyt part of the
action (1.38). For the Gaussian contribution we make use of the relation W3 ¥, = 0 and

obtain

o[w, of] = Ul (k) My U (k) = U< (k) My U= (k) + U1 (k) My, U (k)
kg;o k EEAO( )

= S5 U<, wi<] + S5 [w>, wi>]. (2.17)
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The matrix My is defined for the Gaussian part in the thermal phase as
My, = —iZ:wn + Zy€l — 4+ qFZ2 . (2.18)

Take note that throughout this thesis the linear Zeeman shift will be discarded as motivated
earlier. The single particle energy ¢, = k?/(2M) is used and the chemical potential is now
treated as a diagonal matrix u = diag(pu1, po, -1). This is necessary as the initial value
of the chemical potential renormalizes differently in the different Zeeman states. We
further know that p; = p.1 and that the quadratic Zeeman shift should be treated as an
external parameter that only rescales as the external magnetic or microwave field is tuned
individually. For Gaussian actions the splitting always leads to a separation into a larger
and a smaller Gaussian action and no mixed terms appear as in (2.17).

In contrast, for the interacting part of (1.38) a mixed term appears besides the purely

larger and smaller contribution. One explicitly finds

ikl
k1,k2,k3,ka ijki=-1
[ki|<Ao

(20 ) U () W ()07 () + 207 () U5 () U5 )07 ()

1
S0, 0] = S ) 4 S50, 0 Y sk -k -k > gl

U ()W (k) W (k) (k) + 205 (k)5 (ko) U () U7 (k) + . ).
(2.19)

In this computation the various permutation rules for the four-point couplings (1.13) were
used to simplify the result. From now on, the third summand above is denoted as the

mixed action S<~ that turns up after the field splitting.

Correlators

In order to solve the expectation values appearing in (2.7), the free correlator between two

fields must be calculated. The path integral definition of the two-point correlator is

1
(W (k1) Wy(k2))y = Z /D‘I’D‘I’T W (k1) @y (kp) e~ 01T (2.20)

Note that the indices of the Bose fields range over the magnetic quantum numbers —1, 0
and 1. A consequence of the perturbative approach in WRG is that correlators can be
computed analytically over the Gaussian action. Later, the free correlators are computed
with respect to larger fields; thus, limiting the momenta to A < |k;| < Ag. However, in the
subsequent derivation no caveats occur concerning the momentum regimes and therefore
the initial Gaussian action is used.

The standard method to solve such path integrals is to introduce a current J(k) as a linear

24



2.3. Thermal phase flow equations

term in the action. This way, the correlator can be rewritten as a functional derivative of

the partition function of the modified action

(W) By = 5 5

1 _ t t i
= [ pupyt oS0l YHf (I (k) U (k) + T (k) I ()
(k1) 6J; (k2) Zo/ c

J=0 ‘
(2.21)

Since the source current is introduced arbitrarily, it must be set to zero afterwards to
recover the proper correlator. This path integral can be solved by transforming to real
fields and currents and introducing the real current J 71 (z) = (Re JI(z), ImJ T(x)) In

momentum space this current can be written as

Ty — (JE(R)+JIT(=k JY(k)—Jt (=K
j(k)_( ()2( ) | ()Qi( )) (2.22)
and fulfills the relation J*(k) = J(—k) because [J (z) is a real current. The six components
of this vector are labeled using a € {1,...,6} to avoid confusion with the different labeling
of the Bose field and the respective current. Solving the path integral in (2.21) in spatial

coordinates and then transforming back into momentum space gives

5 J fMy !
- _ ¥ Tt ()M, T (k)
(W5 (k1) Wy (k2)), 5T, (k1) 8.T7 (k2) ‘ k

. (2.23)
J=0

The 6x6 matrix M}, describes the Gaussian action when the fields are expanded into their
real and imaginary contribution and can be constructed using M. In the thermal phase

this matrix is

€l — F? -7
M, = | Zok Bt ] (2.24)
YA Zyer — p+ qF;

To solve the path integral and obtain (2.23), the matrix M, in spatial coordinates must
be symmetric under transposition. Otherwise the solution formula for Gaussian path
integrals does not apply. The symmetry is given, as transposition changes the direction of
the derivative operator zciT = ici which is corrected by partial integration leading to the
minus sign that is needed for symmetry. It is also apparent that (2.24) can be inverted as
is demanded in (2.23).

To actually compute the functional derivatives they must be transformed to derivatives
with respect to the real current. This is achieved by making a standard transformation in

the derivatives

b s S (6Tm(k) 6 STn(K) 6
§J, (k1) 675 (ko) _i 2 (Ma(kl)wm(k))(w;(kQ) 6jn(k:’)>

bk m,n=1

! 0 . o 5 . 5
— Z <5j2—a(k1) - Zéjs_a(k1)> <5j2_b(—k2) + Z(Sj5_b(—]€2)> . (225)
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Employing this transformation in (2.23) and computing the derivatives results in the

thermal two-point correlator

1
b~ .
7/ZT,(JLWn + Zx,aekl — Mo + a2q

(Vo (k1) Wy (k) = 0(k1 — k2)dq (2.26)

Ga(k1)

The sign in front of w, is irrelevant as we will always perform Matsubara sums which allow
us to flip this sign anyway. Later, only the relative sign between two propagators becomes
important. Above, the diagonal propagator G,(k) was introduced for later calculations.
Note that the terms two-point correlator and propagator will be used interchangeably in
the course of this thesis.

In the denominator of the diagonal propagator one recovers the excitation modes of the

Bose gas in the thermal phase depending on the magnetic spin quantum number
we(k) = Zy a€l — o + a’q. (2.27)

Having found the correlator, the expectation value of a single field can be proven to vanish
(¥o(k1)) = 0 when setting the currents to zero as expected in the thermal phase. The
anomalous correlator (U, (k1)¥p(k2)) = 0 vanishes as well but bear in mind that breaking
the symmetry later will reintroduce this anomalous correlator.

When computing the expectation values in (2.7) also higher order correlators appear. But
due to the vanishing expectation value of a single field, Wick’s theorem can be applied
to decompose every correlator into two-point correlators. According to this theorem, all
correlators over an odd number of fields equal zero and over an even number can be
decomposed. Also, within the thermal phase, all correlators with unequally distributed
conjugated and non-conjugated fields will be zero, due to the vanishing anomalous cor-
relator. Throughout this thesis, only the decomposition of the four-point correlator is

required

(WU W) = (oW (TaW )0 + (oW (VU)o + (oW )0 (Waly,), - (2.28)

=0 (in thermal phase)

The arguments of the fields were dropped here, since they are irrelevant when performing
Wick’s decomposition. With the propagator at hand, the relevant expectation values can

now be determined.

Expectation values

When working out the expectation values, one already knows that all disconnected and
2-loop diagrams can be dropped, as a consequence of the structure of mode elimination

2
and our order of perturbation. We can already deduce that the term <S <>[g] + Sz [g]>0

int

26



2.3. Thermal phase flow equations

in (2.7) is irrelevant because it only consists of disconnected diagrams and acts as counter-

term to ensure connectedness. S; [g] is also dropped directly since this term is only

int
involved in disconnected or 2-loop diagrams as can be checked in a diagrammatic analysis.

The linear expectation value (S<~[g]), is computed first. Take note that the correlators

0
are always computed over larger fields, whereas the smaller fields are not altered and can
be moved out of the expectation values. Working out all delta functions and Kronecker

deltas gives

1
(5<"1el), = Z: S Agh U (k) W5 (k1) G (ks) - (2.29)

0 .
k1,k3 ih=—1
|k1|<A<|ks|<Ao

Here, the relation gg;lllk = 5ij9§?12k for the four-point couplings was used. As we perform

perturbative WRG, Feynman diagrams suggest themselves to be a graphical representation
of the calculations performed. The above results can be depicted as a 1-loop diagram with

two external legs corresponding to the two smaller fields

<S<>[g]>0 x »_Q_» (2.30)

The numerous Feynman diagrams in the course of this work will usually be presented
without the magnetic quantum numbers that could be added to work out numerical factors
graphically. Moreover, external legs in the diagrams, i.e. smaller fields, can be understood
as the macroscopic fields that are left after mode elimination. In contrast, the internal
propagators contain the short wavelength microscopic fluctuations that are integrated out
as they are not directly observed in a macroscopic analysis. The appearing loop momenta
are integrated over in the regime between the two cut-offs. Their dependence on external
momentum is crucial since it will later lead to anomalous renormalization.

So far, the loop in (2.30) is independent from external momentum, i.e. momentum carried
by the external legs, and thus no change in the derivative terms of the action appears at
1-loop order. Later, it will become clear that the above diagram solely determines the
change of the two-point couplings; thus, yielding the result that the anomalous couplings
Zr; and Z; ; do not renormalize. This also applies to the similar Ginzburg-Landau-Wilson
action describing the Ising model at long wavelengths.

Computing the quadratic contribution <(S<>[g])2>o works conceptually similar. Again,
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all apparently irrelevant diagrams are dropped and the explicit derivation results in

1
(s, =1 Y 3 dlh ks e k)W (o)W () U (o) U ()
i ijkl=—1
|ki|<A<|k'|<Ao

X Z G, <4gz]r)nngl(c;17)~men(k/ + ks — k3) + gz(nzkng](fr)llnGn(kQ + k4 — kl))
mn=—1
. 4
+16 Y g I S(ky + kg — ko — KL)S (KL — ky) Z 9
ijkl=—1 Kk o—1
|ki\<A<\lz;|<A0
< (WS ) W5 (k)W () U (k)UK G (k) + . ). (231)

This expression can be simplified further by investigating both terms in detail. It is worth
having a look at the diagrammatic structure of the second summand in this expectation

value as it contains the following two 1-loop diagrams
<S<>[g]2>0 x + . (2.32)

Focussing on the right vertex shows that the loop momentum is again independent from
external momentum as the propagator connects to the same vertex. Thus, the momentum
of the external leg k4 directly passes on to the momentum of the internal propagator kf
connecting both vertices. This type of structure is forbidden due to energy momentum con-
servation since all external legs have momentum smaller than A because they correspond
to smaller fields. In contrast, the correlators are between larger fields with momentum
larger than A. This is also featured in (2.31) where the delta function §(kf — k4) appears
connecting a larger with a smaller one. To conclude, this delta function is just zero and
the second summand in the expectation value vanishes.

In terms of Feynman diagrams, only two similar diagrams contribute at 1-loop order to

the change in the four-point couplings
k1
ky K Aki—ks kg ke ketki—k ks

Due to energy momentum conservation, the loop momentum now depends on exter-
nal momentum leading to anomalous renormalization in terms like kQ\II;-k\IIj\IJ”,;\Ill and
wp W, WU, The corresponding couplings for these terms; however, have negative engi-

neering dimension and are irrelevant in terms of renormalization. Hence, these anomalous
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2.3. Thermal phase flow equations

contributions for the four-point interaction are neglected throughout this thesis and the
propagators are expanded to zeroth order around =4k’. This means dropping all exter-
nal dependencies to make the loop independent from external momentum. Taking these

considerations into account, the result (2.31) can be shortened to

1
(5=>1g]"), =4 S° 6k + ks — kg — ka) WS (k)5 (o) U5 (s )07 (ka)
k1 k2 ks kg RI=—1
[ki|<A
1
X I > Gm(k/)(zlgz(;l’r)nng/(:l%mG”(k/)+gz(;4n)kng](;1r)zlnG (—k/)>- (2.34)
& mn=—1
A<|K'|<Ao

Having computed both expectation values enables us to read off the change due to mode

elimination for the couplings.

New couplings

From the structure of (2.7) one finds the change dg of the coupling vector. Together with

the initial coupling vector, the new couplings are determined by
g-=g+dg. (2.35)

At first, the new two-point couplings are worked out using the expectation value (2.29).

For the change of the chemical potential pg we find
4 4
duo=—+ Y (sbohGolk) + 20361 G (k). (2:36)
k
A<|k|<Ao

Be aware, that the neglect of linear Zeeman effect leads to the equality Gi(k) = G.1(k)
as well as the reduction to five distinct four-point couplings. The above relation is found
by computing the prefactor of the V¥, term. For the change in the side-mode chemical
potential z1, the change of the terms proportional to ¥jW¥,; and U* V¥, is read off as

4
d=-1 Y (dBuGow+ (st + ol )am). e
A<|lf:|</\0

The quadratic Zeeman shift ¢ is only rescaled according to its dimension but no change in

the parameter appears. Besides the two-point couplings, also the change in the four-point

29



Chapter 2. WRG - Thermal Phase

couplings can be computed using (2.34) which leads to the general result

(4 / 4 4 (4 (4

mn=—1
A<|k|<A0

The change is denoted with a prime here, because it contains several terms contributing

to the same coupling like dg((;é)nl and dg((ﬁ)lol. These individual terms can differ but the

permutation rules in (1.13) should still hold after mode elimination. The reason for (2.38)
not obeying these constraints is our usage of index notation that introduces an unphysical
distinction between indistinguishable couplings. Thus, the actual change of the physical
couplings is the sum of all contributing changes normalized by the number of possible

permutations. This yields

dgﬁfi = dgggl

@ _ 1@’ )’ K (1)
dgiijj = Z(dgiijj + dgjjii + dgijji + dgjiij )
4 1 4) ! 4) ! 4) ! 4) !
dg((n%-l = Z(dg(()lz)—l + dg(()-%m + d9§0210 + dg-(lglo ) : (2.39)
After these considerations, the explicit change for all five distinct four-point couplings can

be determined. For the interaction with four m = 0 bosons one obtains

dg(()ztl)%)o =—2 I (49(()32)09(()?)2)0G0(k)G0(k) + 89(()0)119(()0)11G1(k)G1(k)
A<|15|<A0

+ goobodeoboGo(k)Go(—k) + 298%%)-19841%-@1<k>G1<—k>) . (2.40)

Similarly, one obtains

4 4
d9§1)11 =-2 I (4(951)11951)11 + 9&1)1 1951)1 1)G1(k)G1(k)
A<|lf|<A0

+ 4085 o8 Go(k)Golk) + gi‘i’ngﬁhamfc)al(—k)) (2.41)

for the coupling of four m = =1 particles. For both couplings above, the averaging
procedure in (2.39) was not required since all particles involved had the same magnetic
quantum number. Besides these interactions, also two couplings describing scattering
between two bosons in different Zeeman states are computed. These interactions do not

change the magnetic quantum numbers of any particle. For the scattering between m; = 0
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and my = £1 one finds

o =—1 X (abhiobBhGoth) (Ga() + G1(-1) + abfhasiohn Golk)Go(k)

A<|1§<A0
4 4 4 4 4
+ 9(()0)11 (951)11 + 9%121-1>G1(k)G1(k) + 9(()12)-19512)-1G0(k)G1(k)> (2.42)
and for m; =1 and my = —1

4 4 4 4 4
dgitii= -1 Y (95121-195121-@(@(G1<k>+G1<—k>)+géohgéo§1Go<k>Go<k>
A<|1§<A0

+29{11951 11 GL(R)G (k) + ;gé‘i%-lgé‘i%)-l(;o(k)c;o(—k)) . (2.43)
In the two results above, diagrams with different magnetic spin number carried by the
two propagators appear for the first time. The fifth coupling 9(()%2)_1 represents the only
spin-mixing scattering process with two initial bosons in the m = 0 state and two outgoing
particles in the m = 1 and m = —1 state. Such a scattering process is also possible in the
reverse direction as included in (2.39). Its corresponding change under mode elimination

is

4 4
ot = =20 XL (366GomIGr ) + 201 GrR)Gr(-h)
A<|lf\<Ao

+ gl Go(k)Co( ) ) (2.44)

All computed changes could also be derived using only diagrammatic language to derive
the combinatorial factors. Such an approach proves beneficial to verify the computed
results. The derived changes for the five distinct four-point couplings will now be utilized
to derive their respective flow equations. For this purpose, the appearing Matsubara sums

must be resolved in the next section.

Matsubara sums

In all results for the coupling changes presented above, one summation and one integral
over frequency and momentum is left. It has already been explained that the momentum
integration will be eliminated by ultimately describing WRG in terms of flow equations.
Thus, we are left with computing the summation over the Matsubara frequencies which
can be resolved using a standard approach. By understanding the summation as a result
of applying the residue theorem to a contour integral that encircles a function with poles
on the imaginary axis at every Matsubara frequency w,, the summation can be rewritten

as such an integral. The required function is obtained by multiplying the function in the
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Matsubara summation with an according weighting function that is usually expressed in
terms of Bose-Einstein distributions. After this reformulation, the integration contour
can be deformed such that two separated loop integrals appear over the left and the
right complex half-plane respectively. In order to perform this deformation, the weighting
function must be chosen to ensure convergence to zero of the two semicircle integrals that
are added. The two resulting integrals can now be computed using the residue theorem
again since through the deformation the poles at the Matsubara frequencies were excluded
and the poles of the initial function in the infinite series were included. As the latter
function usually possesses a finite number of poles, their residues can be computed to
then ultimately find the result for the Matsubara series. In practice, the employed results
presented in the course of this thesis were obtained using computer algebra systems such
as Mathematica.

All summations that appear in the above changes will be expressed in terms of the Bose-

Einstein distribution

np(§) = ﬁ- (2.45)

To start, the summation over a single propagator in the thermal phase (2.26) is evaluated.

This yields just a single Bose-Einstein distribution

1 1 1 ng(Z; dwa(k))
B ; Galk) =3 ; i Zpatn + wa(k) Zra

(2.46)

As Bose-Einstein distributions will appear throughout this thesis, it is worth abbreviating
them as nq (k) = np(Z; jwa(k)) where the excitation mode w,(k) depends on the investi-
gated phase, e.g. the thermal phase. The anomalous coupling Z. , within the distribution
can be discarded in the thermal phase as we already explained the absence of anomalous
renormalization at 1-loop order in the thermal phase.

For the Matsubara sums over two propagators one must distinguish between the case of
equal and unequal magnetic quantum numbers. In the derivation of the equal-momentum

Matsubara sum this yields

LS G k)Gl = | 090 e (2.47)
o Bna(K)(1 4 ne(k)) a=b.

In case of opposite momentum, the distinction between equal and unequal magnetic quan-

tum number becomes obsolete and one obtains

1 . 1+ na(k) + nb(k)
3 %: Go(k)Gy(—k) = () T () (2.48)

This dependence on the relative sign of the involved momenta becomes important when

investigating the zero temperature limit of the flow equations, as (2.47) vanishes in this
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limit whereas (2.48) has a non-vanishing contribution. This accounts for the fact that at
vanishing temperature only ladder diagrams, i.e. repeated scattering between two initial
particles, must be taken into account [30]. It can be understood as the absence of particles
for T' = 0 since all three Zeeman-states are effectively empty due to the vanishing Bose-
Einstein distribution. Thus, two particles propagating in the system can only scatter with
each other and loop diagrams involving a circular momentum flow vanish as they contain
additional particles at microscopic wavelengths. If we will later include a condensate
fraction of the Bose gas, such interactions become possible again as our description is then
formulated in terms of quasiparticles that also account for scattering between thermal and
condensed bosons.

Together with the Matsubara sums, the changes can now be evaluated explicitly and flow

equations can be derived after rescaling.

Flow equations

As outlined before, the evaluation of the momentum integrals over the loop momentum
are too tedious to compute explicitly. Thus, one rather derives flow equations that de-
scribe how the couplings renormalize when integrating out the microscopic fluctuations,
i.e. when one zooms out of the system. To logarithmically describe the progress of the
mode elimination one introduces a flow parameter [ = In (b) that is related to the two
cut-offs through A = Agexp (—1). As all renormalized couplings are dependent on this
flow parameter, the derivative with respect to [ is taken to arrive at a set of coupled
differential equations describing the renormalization. The advantage of flow equations is
the direct access to the fixed points of the system, i.e. the critical points. These points
of self-similarity are reached when all flow equations turn zero and the length scale of the
system disappears. Such a point reflects the correlations over all length scales that are
characteristic for phase transitions. Thus, critical behavior is best studied in the linearized
proximity of such fixed points.

As no anomalous renormalization emerges, no anomalous scaling is expected either and
both anomalous couplings can be set to one. This results in the dynamical scaling ex-
ponent being z = 2 and € = 2 — d. Therefore, the rescaling does not contain any wave
function renormalization and we only rescale according to the engineering dimensions of
the couplings. Before moving to the flows of the couplings, we note the flow equation for
the temperature 9;T = 2T as well as for the quadratic Zeeman coupling 0;q = 2 q that are
solely determined by rescaling.

The calculation of the flow equation for pg will be presented in a more detailed manner
than the subsequent flow equations in order to clarify how they are obtained. One starts

by calculating the derivative of the renormalized chemical potential with respect to the
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flow parameter. This results in

Oy = Oy 2 us = 2uf 4+ €20y dug
—op 1o X (abtboGo(h) + 2060}, G ()

k
et Ao<|k|<Ag

S Ad _ _
Gy (9b000 10 €' A0) + 2g0h ma (e o) ) (249)

Here we used the fact that the boundary of the momentum integration depends on the

= 2uf —4e

flow parameter and the derivative simply replaces the appearing momenta with the cut-off
A. However, the derivative with respect to the flow parameter only resolves the integra-
tion over the absolute value of the momentum, whereas the spherical part of the integral
remains. This integral is computed straightforwardly as the surface of a d-dimensional
ball Sy = 27%2/T'(d/2) with T'(x) the Gamma function. In the last step the Matsub-
ara sums (2.46) were inserted as well. The appearing exponentials are used to rescale
the initial couplings according to their engineering dimension since we want to eliminate
all explicit [-dependencies in the flow equation. Since the renormalization is essentially
performed in infinitesimally small steps these rescaled initial couplings can be replaced
by the renormalized ones, e.g. eflg(()é%m R géé%)ol. In the Bose-Einstein distribution this
leads to the emergence of the renormalized temperature T” instead of the initial T'. After
the [-dependencies have been removed and only renormalized quantities appear in the
flow equation, the primes are dropped and one obtains the flow equation for the chemical

potential pg as

SaAd [ (4 4

6m@ = 2/L0 — 472 (9(()02)0"0(A0) + 29((]0)1177,1 (AQ)) . (2.50)
(2m)

In order to further simplify the flow equations, we introduce dimensionless couplings to

absorb the appearing prefactors and cut-off dependencies. These dimensionless couplings

are defined as

kgT q

T="=, g=—. (2.51)
€Ao €A

d
— _ M @ _ Sahh
Ha = ) Yijkl = (27T)d6A0 ijki »

Here €, indicates the single particle energy at the cut-off. This redefinition also leads
to a dimensionless dispersion relation @,(Ag) = 1 — jiq + a?q. Replacing all dimensional
couplings with their dimensionless counterparts, we arrive at a simplified flow equation.
Note that the bars over the couplings indicating their dimensionless form are omitted since
all couplings are dimensionless now.

The last simplification is to drop the momentum arguments of the Bose-Einstein distribu-

tion as they are always evaluated at the cut-off Ag. This results in the flow equation for
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po in the thermal phase

1 4
Ao = 2p0 — 4(9(()0230710 + 29(()0)11n1) : (2.52)

The other flow equations are derived following the same steps as for the above flow equation.

For the other two-point coupling p; one obtains

4 4 4
Oipr = 21 — 4(9(()0)11”0 + (9%1)11 + 95121-1)”1) . (2.53)

When computing the flows of the four-point couplings, the Matsubara sums over two
propagators that were derived in (2.47) and (2.48) are also required. At first, the flow

equation for the four-point scattering between two m = 0 particles is calculated and one
finds

4 4 4 (4 4 (4
8l9((Jo)00 = E9((J0)00 —2 (4960%)09(()0%)0/3”0(1 +no) + 89(()0)11960)115”1(1 +n1)

4) (4 1+2ng @ (@ L+2m
*+ 9000090000 20 +29010-19010-1 0w )

(2.54)

If only bosons with m = 41 scatter, the corresponding coupling renormalizes as

a19%)11 = 695?11 - 2<49(()?))119(()%))115”0(1 +no) + 4(9§1)119ﬁ)11 + 9%1)1 19§1 1- 1>ﬁ”1(1 +n1)
(a4 (2 1+ 2n1)

+ 911911 %0, (2.55)

In the case of two different magnetic quantum numbers, the flow equations are found to
be

4 4 4 (nm1—ng  1+4+ng+mn 4)
319(()0)11 = 69(()0)11 - 4<9(()0)119(()0)11 < y + > + 960%)0980)115”0(1 + no)
1 wo + w1

4 4 4 A GO N S L)
+ 9801 (951)11 + 951?1-1)5”1(1 +n) + 961%_19(()1%)_1w - W1> ’

4 4 4 ) 14+2ng 4) (4
6l9§121-1 = 69%121-1 - 4(9&21-19%121-1 20y + 9(()0)11900)115710(1 +no)

(4) (4)

4 4 1 + 271[)
+ 911°11 (291111 + 911 1- 1)5”1( +n1) + 9(()12) 19(()1%) L ) : (2.56)
Finally, for the spin-mixing coupling the flow equation is
4 4 4 ny —no 4 1+2n0 4 1+2n1
alg((n%)-l = 69(()1%)-1 - 29(()1%)-1 (89(()0)11 — t 9(()0%)0 5 + 29§121-1 5 . (2.57)
wo w1 wo W1

The above flow equations are a fully determined set of coupled differential equations that
could be used to analyze the behavior of a spin-1 Bose gas in the thermal phase. To
validate the results one can remove all spin-dependent parts, i.e. all terms that involve

m = +1 particles, to reduce the set of flow equations to a spin-0 system. Doing so yields
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only two flow equations for the chemical potential Ho
0 =2 —4 (4) 2.58
o) o 9000070 ( . )

and the four-point coupling involving only m = 0 bosons

Lt 2”‘)) . (2.59)

4 4 4
319(()02)0 = 69(()02)0 - 29(()0)009(()02)0 (43”0(1 +mno) + o

Replacing the chemical potential by g and the four-point coupling by the spin-0 s-wave
coupling Vg = 2g[()é%0, one obtains the flow equations that were computed in [31] for the
spin-0 system.

Furthermore, at zero temperature, i.e. removing all Bose-Einstein distributions, one re-
covers, after relabeling the couplings, the flow equations that were given in [32]. As a final
validation one can set the quadratic Zeeman shift ¢ = 0 to zero which enables one to sep-
arate the flow equations into two distinct flow equations for the density-density coupling
co and the spin-spin coupling c;. In addition, the chemical potentials become equal and
thus the occupancies of the Zeeman states, i.e. the Bose-Einstein distributions. For the

chemical potential one obtains
O =24 —2(2¢co + c1)n . (2.60)

The Bose-Einstein distribution was abbreviated here with n. For the density-density

coupling one finds

142
Ojco = €co — (2(30% + 2cpe1 + ) Bn(1 +n) + (g + 20%)J) (2.61)
2(1 = p)
and for the spin-spin coupling
14+ 2n
= — (4 1 2c0 —c1) =) - 2.62
i1 =e€cy ( ci(co + c1)pn(l +n) + c1(2¢ 61)2(1—M)> (2.62)

These flow equations match with the ones presented in [33]. Our calculation only yielded
additional terms in (2.61) that were motivated by the scattering between two m = 0
particles by exchanging two intermediate m = £1 bosons. Thus, we assume that in [33]
this scattering process has not been taken into account or a typo accounted for the different

flow equation.

2.4 Fixed point analysis

The aim of this thesis is to apply WRG to phase transitions occurring in spin-1 Bose gases.
Thus, we must realize that utilizing the thermal flow equations we are not able to describe

any phase transition since the flow equations just describe the symmetric thermal phase.
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Flow equations are not capable of breaking the symmetry to introduce a condensate frac-
tion. In the subsequent chapter, we will break the symmetry explicitly and compute flow
equations for the polar phase. Their behavior will then be analyzed in detail with a focus
on how these flow equations exhibit a thermal phase transition back into the thermal phase
for large temperatures. Therefore, the investigation of the thermal flow equations will not
be pursued further and we refer to the literature for further discussion, e.g. [33].

The only feature that will be discussed here is the Wilson-Fisher fixed point that describes
the thermal transition from the thermal side. Fixed points can be determined by setting all
flow equations to zero and finding the corresponding solutions for this system of equations.
However, there is one caveat concerning temperature as only one fixed point at T* = 0 is
found but such a temperature would rather describe a quantum phase transition and not
the thermal phase transition that we aim to investigate. Non-zero initial temperatures will
flow to infinitely large temperatures which leads to a steadily increasing gap between the
Matsubara frequencies. This rise in temperature leads to an asymptotic behavior of the
Bose-Einstein distribution ng (&) = (3¢)~!. If one replaces the Bose-Einstein distributions
by this expression, one effectively removes the time derivative from the action (1.34) lead-
ing to a multiplicative factor of §. It is then required that the temperature does not flow
what is equivalent to setting the dynamical scaling exponent to z = 0. This is achieved by
effectively transferring the engineering dimensions to the temporal anomalous couplings
Zrq that acquire an engineering dimension of 2 and thus diverges in the course of the
renormalization. If one recalculates the previous flow equations and properly includes
the anomalous couplings one can transform to the thermal regime by taking the limit
Zrq — 00 and replacing the scaling dimension of the four-point couplings by € =4 —d.
The first fixed point is found for the quadratic Zeeman shift at ¢* = 0 and implies that
the flow equations (2.60), (2.61) and (2.62) can be used to determine the fixed points for

co and ¢ respectively. The fixed point equations are found to be

2(260 + Cl)
0=2u— ———m—= 2.63
B —p) (263)
for the chemical potential and
2 4 4 2
0=eco— 7ch + cocl—g cl7
B —p)
c1(6¢o + 3c1)
O=€c1 ———5— 2.64
B —p)? (264

for the density-density and the spin-spin coupling. Evaluating these flow equations shows
that all non-vanishing fixed points for ¢; are complex and we thus conclude ¢j = 0 simpli-

fying the fixed point equations further. Besides the Gaussian fixed point with u* = 0 and
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¢y = 0, one finds an additional Wilson-Fisher fixed point at

B 2e Tef

h LT T

7+ 2e (265)

Before Wilson’s e-expansion [24] is performed, we linearize the flow equations around the

fixed points employing 1 = p* + dp and ¢; = ¢ + dc;. This yields

2(7-2¢)  4(742¢) 2(742¢)

op 7 78 ~—T 78 op
Ol deo | = | —25L  —¢ — 4 deg | - (2.66)
dcq 0 0 % dcy

The critical exponents at this Wilson-Fisher fixed point are fully determined using scaling
relations with the two exponents v and 7. The exponent 7 incorporates anomalous renor-
malization that is absent at 1-loop order in the thermal phase; thus, this exponent is zero.
The second exponent v is defined as the inverse of the largest eigenvalue of the linearized
flow equations. For the matrix above the largest eigenvalue can be determined and the

corresponding critical exponent is found as

14 1 e
v= =-+-+0(). 2.67
14 —11e + /196 + €(84+233¢) 2 7 (%) (2.67)

In the last step the obligatory e-expansion to linear order was performed as our flow
equations were only determined up to 1-loop order and thus higher orders in € cannot be
taken into account.

This result differs from the spin-0 result where in an e-expansion the critical exponent
is found to be v = 1/2 4 €/10 like in [31] matching with the expectation for an O(2)
universality class [23]. For d = 3 one finds v = 0.6 which still deviates from the more
precise prediction of v = 0.67 that has been computed [34] as well as measured [35]. For
our spin-1 computation we obtain a critical exponent of ¥ = 0.64 in d = 3 dimensions
that corresponds to the thermal phase transition for the case of three degenerate Zeeman
states.

Above, we computed the Wilson-Fisher fixed point for the thermal transition in case
of vanishing external magnetic field, i.e. quadratic Zeeman shift. This led to deviant
results from the spin-0 critical exponents obtained in a first order e-expansion. However,
one can also enforce that the quadratic Zeeman shift is non-zero and obtains, as for the
temperature, a divergent contribution ¢ — oo from the corresponding flow equation. This
effectively leads to the disappearance of all Bose-Einstein distributions of the m = +1
Zeeman states as their occupation vanishes. Hence, this already resembles the result one
obtains for spin-0 Bose gases; however, one must first work out the fixed point equations for

infinite quadratic Zeeman shift and large temperatures. This yields for the two two-point
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couplings

(4) (4)

490000 490011
0= 20 B(1— po)’ 0=2m B(1 = o) (2.68)

For the five four-point couplings the following equations are derived:

4) (4 4) (4
0 (4) 109(()02)09((30)00 0= eq 8960)119(()011

00 TG )2 B — o)

4 4
0= cald 4g8ohodoos (4) 205000901b.1

PO B0 o) OB o)

4 2 4y (4 4 4
0= 695121-1 - m (29(()0)119(()0)11 + 9(()1%)-19(()12)-1> : (2.69)

0=-¢g

Using the above fixed point equations one finds that both g(()%_l and ggé)ll only have a

fixed point at zero. This then implies the same for gﬁ)n, 954121-1 and p; which reduces the
fixed point equations to only two equations for p and 9(()%2)0 which are exactly the fixed
point equations one obtains for a spin-0 Bose gas. We now further rewrite the four-point
coupling using the corresponding spin-channel coupling ¢y = 29(()?)2)0. The Wilson-Fisher

fixed point for these equations is found at

« € . 5¢f3
wo= ’ 0_(54-6)2'

(2.70)

Next, the linearized flow equations around the fixed point are found to be

2(5—¢) 2(5+¢€)
al M) = ("5, @ | (2.71)
"\ s _28 Sco ) '
0 5+¢ € 0

The critical exponent v can now be found as the inverse of the largest eigenvalue. In the

e-expansion this results in

10 1 €
v= =+ —+0(). 2.72
10 — 7e + /€(89¢ + 60) + 100 2 10 (<) (2.72)

This result is exactly the aforementioned spin-0 result from [23, 31]. For d = 3 we thus
find a critical exponent of v = 0.6. To conclude, if one treats the quadratic Zeeman shift
as a parameter, one can tune the phase transition from a spin-1 thermal transition at
q = 0 to a spin-0 thermal transition at ¢ — oo. This is reasonable since for large ¢ the
side modes with m = £1 are energetically unfavored in an ultracold Bose gas and hence

all particles reside in m = 0 thereby making it a spin-0 Bose gas.
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Chapter 3

WRG - Symmetry-Broken Phase

In the previous chapter we determined the flow equations for a spin-1 Bose gas in the
thermal phase, i.e. above the critical temperature 7.. However, they do not exhibit
a proper thermal phase transition as one would expect because the symmetry of the
system cannot be broken by flow equations. A restoration of symmetry can only appear
when the renormalization flow reaches a regime where the broken symmetry is restored.
Therefore, one has to compute flow equations in the symmetry-broken phase in order to
properly describe the transition from the condensed into the thermal phase. As presented
in Section 1.2 the spin-1 Bose gas exhibits four different ground states that are all achieved
by breaking varying symmetries. In this thesis, we focus on describing the thermal phase
transition out of the polar phase into the thermal state.

The polar phase is chosen because it is technically less demanding to compute its flow
equation than for example for the easy-plane phase. Secondly, the polar phase appears to
be similar to the spin-0 ground state as it also only has a macroscopic occupation of the
m = 0 Zeeman state. Thus, we will later compare our results for the critical temperature
and the condensate density to observations and predictions made in and for the spin-0
system. The choice is also limited as for the easy-plane phase no thermal phase transition
is predicted apart from ¢ = 0 [36]. Since the outlook of this thesis will be the possibility
to describe the quantum phase transition between the polar and the easy-plane phase as
displayed in Figure 1.1, a proper description of the polar phase has to be given first. This
quantum phase transition is of particular interest as it is already used to study universal
dynamics in far-from-equilibrium systems. In [37] 3'Rb is quenched over the quantum
phase transition to observe universal scaling also in non-equilibrium systems.

The techniques we are going to employ to determine the flow equations in the symmetry-
broken phase are adapted from Bijlsma and Stoof [31] where the condensed phase of the
spin-0 system has been described. Our aim is to extend the description to the spin-1 gas in
this chapter and investigate the emergence of a critical temperature for the thermal phase
transition as well as the decrease in condensate density towards the critical point. However,
similar to [31], difficulties will arise due to infrared divergences that were solved by Bijlsma
and Stoof by restricting to the regime where nagAy, < 1. Here, n is the total particle
density, ag the s-wave scattering length and A% = 27h?/(MkgT) the thermal de Broglie
wavelength. This approach proved successful but circumvented the adequate inclusion
of anomalous renormalization. In the subsequent chapter the 1-loop flow equations for
the anomalous couplings will be determined as well; hence, already in this chapter, the

anomalous couplings will be included.
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Chapter 3. WRG - Symmetry-Broken Phase

3.1 Breaking the symmetry

In order to work out the symmetry-broken flow equations one has to break the symmetry
explicitly and determine the resulting action. The symmetry is broken when the Bose field
acquires a non-vanishing expectation value. Hence, one expands around this expectation
value to split the Bose field into the condensate part 1), and the thermal field ¢ (7, x) that

has a vanishing expectation value:

\II(Tv X) =+ ¢(T= X) )
W (o, k) = () + (e, ). (3.1)

In the following computations, the fields will be abbreviated by ¥(w,,k) = ¥(k) and
¥(wn, k) = ¥(k). The condensate field is related to the condensate density via ¥l = ne
and therefore factorized into 1. = /nc ¢ using the absolute value /n. of the condensate
part and a normalized order parameter ¢ that is a 3-vector in case of a spin-1 Bose
gas. This order parameter determines which ground state is chosen according to the four
distinct ones found in Section 1.2. For the time being, this ground state is not specified
and kept general and will only later be replaced by the order parameter for the polar
phase. This procedure also aims to illuminate the path to obtain flow equations in other

symmetry-broken regimes.

3.1.1 Symmetry-broken action

The expansion is now plugged into the Gaussian part of the action (1.38) which yields

So =B8Vne& (—p+aF2) ¢+ Ve (—p+aF2) v (0) + vacy!(0) (—p+aF2) €
+ Y 0 E) (<iZron + Zuew =+ aF2) w(). (3.2)
k

In this computation, the identity 6(0) = SV was used where the volume V = [dr is
defined as the spatial integration and thus typically a diverging quantity in case of infinitely
large systems as ours. This infiniteness is also a prerequisite for obtaining an apparent
discontinuity in the derivatives of the free energy. In the expanded Gaussian action a
constant term emerges that will later be discarded as it only contributes to the overall
energy constant fp, whereas the appearing linear terms are crucial for determining the
chemical potential in the condensed phase.

Besides the Gaussian part, also the interacting contribution of (1.38) needs to be expanded

using (3.1). In doing so, we employ the known interchange relations (1.13) for the four-
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3.1. Breaking the symmetry

point couplings and obtain

Smm Y gi;‘,il[ﬁwzsffjgzsz+2¢ni3§;“§j (E664(0) + ¥(0)6)

ijkl=—1
e Y0 (407 (0)G&001 (k) + € (k)& (—n) + 67 ()&~ k)6
k1
b X 2l — ks — ko) (47 () ()i + e )
k1,k2,k3
b X Sl = = )t ) )i RO (33)
k1,k2,k3,ks

The thermal interaction term introduces new terms to the Gaussian action corresponding
to four-point interactions between two condensed and two thermal bosons. This will lead
to changes in the free propagator and also gives rise to anomalous propagators like <1/)Z-@Z1j>0.
Such anomalous propagators can be understood as two incoming thermal particles that
scatter into the condensate or the reverse process. Besides, the interacting action now
also consists of three-point interactions corresponding to four-point interactions with one
condensed and three thermal bosons involved. Similar to the expanded free action a
constant term emerges as well as terms linear in the fields that will be discussed in greater
detail later.

The new free part of the action in the symmetry-broken phase in momentum space is
denoted by Sy. The emergent constant terms in (3.2) and (3.3) that change the total energy
constant of the action are already omitted as they are physically insignificant. Further

expanding the Gaussian symmetry-broken action in explicit field components results in

So = /ne i (5ab (ab* = 1) + 2nq i gfjéld&‘fd) (&160(0) + v5(0)8,)

ab=—1 cd=—1

+I S (80 (Zoaer = iZeson =+ ab?) + ne 5 Shaha €280 ) i)

ab=-1 cd=-1
> Ghima (Gt (R)ELa(—R) + V(RGPS (—R)Ey) - (34)
k abcd=—1

In (3.1) the thermal field (k) was introduced such that it has vanishing expectation value
and thus properly describes the thermal part of the Bose gas. However, this is only achieved
if the action does not contain any currents, i.e. linear terms in (k). This prerequisite is
obviously violated by the above action as it contains such currents. Fortunately, this can
be restored by demanding a vanishing linear term in the action and retaining only terms

that appear quadratically in the fields. This demand results in an implicit determination
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Chapter 3. WRG - Symmetry-Broken Phase

of the chemical potential and can be formulated as

0Ly & (du (a8 — ) + 20c 3 sicics). (3.5)

a=—1 cd=-—1

The above constraint must be fulfilled for all b € {—1,0,1}. When working out the flow
equations in the polar phase this relation will be used to find the explicit relation for the
chemical potential in this particular ground state.

Further, one can also write down the symmetry-broken expression for the interacting part

of the action Sin, where the new three-point vertex appears

1
Sm= Y g§;*,il[ i 8k + ka — k1 — kg )b} (k) (ko) (ks )by (k)

iki=-1 k1,k2,k3,ka

vavic Yo o — ko — ko) (47 (), ()i ) + e ) |. (30)

k1,k2,k3

These new actions already suffice to describe the emerging condensate phase if one drops
below the critical temperature. However, from a renormalization perspective the actions
should be modified slightly by introducing new generalized couplings since throughout the
renormalization every distinct field term and its corresponding coupling gets renormalized.
This change in couplings is independent from the initial assembly of the respective coupling;
hence, generalized two-point couplings g(z)

ij
gg’an) and generalized three-point couplings 91(]3,1 are introduced. They are related to the

, generalized anomalous two-point couplings

generalized four-point couplings and the chemical potential via

1 1
2 . 4) s« 2, 4) exex
gz(j) = 0;j (*M + QJQ) +dne Y gz(jlzlgkélv Qi(j ) = 2n, > gz‘(k;lgkgl ;

kl=—1 kl=——1

1
a0 =2vne Y gl (3.7)
I=—1

These definitions also determine the corresponding initial values of these generalized cou-
plings. Strictly speaking, these definitions only cover one set of generalized couplings and
the other set is obtained after complex conjugating the above relations. However, as the
order parameters in the spin-1 Bose gas can always be chosen real, this distinction becomes
obsolete and for simplicity the global phases that can be determined freely are just set to
zero. Nevertheless, such a behavior could always be achieved by an appropriate rotation
of the frame of reference. Applying the permutation relations for the four-point couplings
(1.13) leads to new rules for the couplings defined in (3.7) and can be read off as

2 2 2,an ,an 3 3
g =0, e =™ al=ai). (3-8)
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3.1. Breaking the symmetry

Inserting the two generalized two-point couplings in (3.2) and dropping the linear term

we obtain the symmetry-broken free action

So—i Z ik ( ( bék—%wan)Jrgab)%()

ab0=-—1
225@1,_2_1 5 (Rl (=) + 65 ()5 () (39)

Here we also utilized the realness of the order parameter to shorten the Gaussian action.
This simplified action covers the normal and the anomalous propagator as well as the four
anomalous couplings. Inserting the three-point function into (3.3), the interacting part

can be rewritten as

Sw= Y Z 95 8(ky — Ry — ) (7 (R )by (he )b () + 465 o5 () )

k1,k2,ks ijk=—1

1
) Zj = 95;1/3;1 Ok + ka — ky — k3)7 (k1) (k)Y (ks)iy (ka) . (3.10)
k1,ko,k3,kyq ijkl=—1

Together (3.9) and (3.10) form the general symmetry-broken action that can now be used
to work out the expectation values that appear in mode elimination (2.7).
For the computation of the propagators, the symmetry-broken action is required in spatial

coordinates. The spatial free action is found after Fourier transforming (3.9) as

SO o / Z w ( ab (ZT,baT - 2v]\z.) —i—g((l%))wb(x)
ab=—1
+35 / S 62 (g, (et )+ UL @) (3.11)
ab=-—1

The spatial interacting action is derived from (3.10) as

Swm [ ovi @it

z]kl—fl

FOY @@ e E) . 612

ijk=—1

3.1.2 Expectation values

In order to compute the mode elimination for the symmetry-broken action the same expec-

tation values as in the thermal regime must be computed. The mode elimination equation
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Chapter 3. WRG - Symmetry-Broken Phase

(2.7) remains valid for the symmetry-broken action S in the form

§<[g<] = 5<Ig] + ($<[g] + Siulel),

+ % <<§<>[g] + S5 [g]>z ~((5<[g] + S [g])2>0> . (3.13)

Even though, the mode elimination remains structurally the same, the following computa-
tions will reveal the increase in complexity due to the broader variety of Feynman diagrams
that appear after breaking the symmetry.

Splitting the fields again 1) = 9=+~ into a larger and a smaller component, one can first
of all check that the decomposition Sy = S(f + §0> still holds for the Gaussian action. To
find the mixed contribution S<>, the field splitting must be inserted into the interacting
part of the action as well. Due to the novel three-point interaction, the interacting part

5

int

+ 5 ™) into its three-point and its four-point part. The splitting is first

int
applied on the four-point interacting part Si(ft)

is split S’im =

and results in

1
S =80T+ 80+ > gz‘(;'llzl i O (ko + ka — k1 — k3)
GRI=Z1 ke ko ka

x (2¢3<(k1)¢j<(kz)¢72<(k3)wz>(k4) + 207 (k)05 (k)b (ks)dy ()

005 (R (a7 () + 207 (k) ()b () () + e ).
(3.14)

In this computation, the permutation rules (1.13) for the indices were utilized to recover the
same result as in the thermal phase (2.19). This result is sensible as four-point interactions
including four thermal bosons cannot accommodate additional condensate particles and
thus remain untouched when breaking the symmetry. The splitting is also applied on the
GG

three-point interacting part S;,; yielding

1
S0 =50+ 38+ Y o Y bk -k -y

int — ~int int ijk
ijk=—1 k1,k2,ks3

x (2w:<<k1>w;<k2>w;<k3> - () () (k)

42077 ()07 (R (k) + 075 (R)67 (k)7 (k) + e ). (3.9

Here, the possible permutations for the three-point couplings (3.8) were used frequently to
shorten the result. Having split the fields one can again compute the relevant expectation
values to determine the mode elimination and thus the change for all couplings. From
a diagrammatic perspective it is not instantly clear that all expectation values involving

Sz, are either vacuum diagrams, connected diagrams or of 2-loop order as in the thermal

phase. Ultimately, we will find that all diagrams involving any constituent of this action
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3.1. Breaking the symmetry

will vanish; however, for the time being we cannot neglect this term.

Similarly to the thermal phase, the expectation value <S‘ <>[g]>z is dropped because it
only contains disconnected diagrams to cancel those in the last expectation value in (3.13).
After we have expanded the action, one can carry on calculating the relevant expectation
values explicitly.

Having found S<> its expectation value with respect to the Gaussian action Sy can be

computed. At first, this is performed on a diagrammatic level to discuss the appearing

<S<>>O = + Q (3.16)

Both diagrams are connected and of 1-loop order and thus of relevance. Clearly, the first

contributions

diagram, which will also be called tadpole diagram, appears due to the new three-point
interaction whereas the second diagram is the standard diagram with one loop and two
external legs that was already found in the thermal phase. However, the variety of these
diagrams increased due to the anomalous propagators that will be computed later. The
tadpole diagram is a renormalization of the one-point function which is of particular inter-
est as this leads to a new linear term emerging in the course of mode elimination. A more
elaborate discussion of this term will be presented later when the polar phase is discussed
explicitly.

Performing the calculation of the expectation value, we can again utilize the vanishing
expectation values over an odd number of larger fields. However, we cannot drop expec-
tation values of two (conjugated) larger fields as the system exhibits anomalous propa-
gators in the symmetry-broken phase. This will be derived in detail later for the case
of the polar phase. Hence, only the rewriting <¢f(k‘1)¢j(k2)>0 = d(k1 — k2)Gyj(k1) and
<wi(k;1)¢j(k2)>0 = 0(k1+k2)Gij (k1) is used, where the latter one also applies for the com-
plex conjugated expression. For the anomalous propagator one derives the permutation
relation Gj'(k1) = G3(—k1) from the defining two-point correlator. Taking the above

considerations into account, the expectation value of the mixed action is derived as

ijk=—1
A<k<Ag

(5= 3 X (550 +0=0) (20500 + olG000)
k

1
3 g L (R0 o) GRO) + 107 BT (DGUE) )
ijkl=—1 !
k<A<k/<Ag

(3.17)

The vacuum contributions, like <1/J4>0, that renormalize the energy constant were dropped

in the above computation.
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Chapter 3. WRG - Symmetry-Broken Phase

The quadratic expectation value will require some further breakdown of the computation.
The already mentioned splitting of the interacting action can be used to define the cor-
respondent three- and four-point mixed actions that were obtained in (3.14) and (3.15).
The expectation value is then factorized into three separate contributions that are going

to be evaluated individually

<(g<>)2>0 _ <<§(4)<>)2>0 N <(§(3)<>)2>0 Lo <§(4)<>§(3)<>>0- (3.18)

The expectation value of the four-point mixed action was already computed in the sym-
metric phase; however, the anomalous propagators must now also be taken into account.
At first, the expectation value is analyzed in its diagrammatic representation to carve out

the relevant diagrams
aw<>\2\ _
((30=) >Om+%+>©©
+>©<+H +++—. (3.19)

We already neglected the disconnected diagrams in the above set; however, also further
diagrams will be negligible. The first three diagrams apparently are of 2-loop order and
thus of no importance in our approximation. The fifth diagram vanishes due to energy
momentum conservation as already discussed for the analogue diagram in the thermal
phase. We argued that at the right vertex the loop does not depend on external momentum.
Thus, the momentum is directly transferred between the two other legs which are, however,
an external and an internal one having momenta either below or above the chosen cut-
off A. The sixth diagram renormalizes the six-point couplings that are not taken into
account such that ultimately only the fourth diagram remains and must be considered
when renormalizing the four-point couplings.

The explicit calculation taking only the fourth diagram into account leads to the general

solution for the expectation value

<(S( )> Z Z 95312197(7121017 i i
17kl=—1 mnop=—1 ki ko ks k4 %
kil<A  A<[|K'|<Ao
< (165(ka + ku by — ka0 F U0 0a (G (V)G ) + GRE)Gi (1)
+ 1600k — ks — ks — ka) (Wi TURUsYsa + co )G (K)Gl(K)
+20(ks + ko + ka + ks) (U TURSURSUST + o )GIM(K)GE(K)

480k + ks — ks~ RSS2V (F)Gio(K) ) (320)
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3.1. Breaking the symmetry

The shorthand notation ¥~ (k1) = ¢§1 was used in the above computation. Apparently
also terms like 1/31* and 1* get renormalized by this expectation value, which is a new fea-
ture compared to the thermal phase. These terms emerge as the thermal bosons are now
able to scatter with condensed bosons; thus, allowing 1-loop diagrams with four thermal
bosons scattering into the ground state. However, these contributions will not be further
discussed and not included into our renormalization scheme, as we will later derive all
affected couplings from the two-point couplings using their relations in (3.7).

From a technical stance it must be remarked that in (3.20) all propagators are already
Taylor expanded around the loop momentum such that no dependence on external mo-
mentum remains. It effectively removes all anomalous renormalization from the results.
This can be done as the expectation value only modifies couplings for v*-like terms for
which the anomalous couplings are irrelevant.

For the expectation value of the squared three-point mixed action we start again by ana-

lyzing the expected diagrams to rule out the irrelevant ones:

<(§<3)<>)2>0 o<>_<+>—©+4<>—. (3.21)

The first diagram is connected; however, the propagator only depends on external mo-
mentum as it is of 0-loop order and hence corresponds to a renormalization of k2¢*. In a
zeroth order Taylor expansion around the 'loop momentum’, which is zero, the propagator
does not carry any momentum which is impossible for a propagator between two larger
fields. The second diagram is exactly zero, as the propagator connecting the external fields
with the loop does not carry any momentum but consists of larger fields. Only the third
diagram that contains a proper loop integral over momentum is relevant.

This diagram is an additional renormalization of the two-point couplings that arises due
to the three-point interaction in the symmetry-broken phase that has been absent in the
previous chapter. In contrast to the diagram in (3.16) that renormalizes the two-point
couplings, this diagram contains a loop momentum that depends on external momentum.
Therefore, it introduces anomalous scaling in the terms w,¥*y and k?y*y and is thus
responsible for introducing anomalous renormalization in the symmetry-broken phase al-
ready at 1-loop order. This feature will be discussed in greater detail in Chapter 4. Having

understood the diagrammatic composition of this expectation value, the actual computa-
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tion can be handled and yields

<(5’ )> > Y ol Y (4w;‘<<k>wé<k>G]—n<k’>Gko<k—k’)

ijk=—1 mno=—1 Py
|k|<A<[|k'|<Ag

o+ 80 (B3~ (1) (G (K) G (K = ) + G K )G (K — )

+ 8(WiE (k) (k) + c.c.) Gy () G35 (K = k)

+ 4(UF )65 (k) + c.c.) (Gin(K) G (K — B) + G3m (K)GI2(K' — )
+2(F ()9 (k) + c.c.) G (K )GEA(K — k)

8 (w5 (k)i (k) + c.c.) G K G (K — k:)) . (3.22)

In contrast to (3.20), the dependence on external momentum in the propagators in the
above expectation value is retained since according to our diagrammatic analysis in (3.21)
it will become relevant later. When computing the contribution to the mode elimination
term for the plain two-point couplings, the propagators must be expanded around the loop
momentum to zeroth order.

The third expectation value, which is the mixed one between the three- and four-point

mixed action, consists of the following diagrams:

(s> g@<>) ochr q) ++@+{><. (3.23)

Here, the first and second diagram can be dropped as they are of 2-loop order. The third
one is of 1-loop order; however, the propagator connecting the loop and the external legs
carries zero momentum and as it consists of larger fields, the diagram is zero. Consequently,
only the last diagram does not vanish and leads to the renormalization of the three-point
couplings. This term contains an anomalous contribution too, but only for the terms w, 3
and k?¢? and thus only the zeroth order expansion is taken into account. The explicit

computation results in

<5’(4)<>S’(3)<>> Z Z gﬁjklgmno Z |:5(k1 + k2 + k‘g)
ijkl=—1 mno=—1 Ky ,k2,ks3 k'

[ki|<A<|K'|<Ao
< (2050 + oo GRIIGHE () + 4 (VE0Eas + o) GG ()
+5(k1—k2—k3)<8(¢*< 505 + 0.0 ) (G (KGR () + G (K) G (K))
+ 8(UI T Ut + 00 ) G (KGR (K) + (V5T Ui, + 0. ) G (KGR (K)

2 WS + e )G (K) G~ k’))]. (3.24)
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3.2. Polar phase flow equations

Now, all expectation values have been worked out in a general manner that can hereafter
be used to determine explicit changes in the couplings within the different phases. Take
note that we have not specified the order parameter £ so far as it was only incorporated
in the couplings. Already in the introduction of this chapter it was explained why we are
going to compute the flow equations within the polar phase. This particular choice will

lead to a simplification of the computation that is presented in the following section.

3.2 Polar phase flow equations

From this section onwards, the computations will be restricted to the polar phase in order
to determine its flow equations. The polar phase only exhibits a macroscopic occupation
of the m = 0 state and is thus expected to resemble the spin-0 Bose-Einstein condensate.
The aim is to set up a proper description of the thermal phase transition to show the
applicability of WRG using the method presented in [31] also for the spin-1 Bose gas.

The Bose field of the polar phase is given by 1).; = \/n¢ d;o where compared to the mean-
field result (1.24) the density is replaced by a condensate density n. since above T' = 0
parts of the Bose gas will occupy thermal states. Consequently, the order parameter of
the polar phase is & = d;9. The mean-field results are used as a starting point to seed the
condensate and afterwards flow equations will be used to determine the regime of existence

as well as the thermodynamic properties.

Chemical potential

Similarly to the mean-field discussion, we have found a constraint (3.5) for the chemi-
cal potential in the symmetry-broken phase. Inserting the chosen order parameter this

constraint reduces to
0 ——! ) b2 — W)+ 2 (4) 3.25
Ob(q ) NeGopoo - ( . )

As this constraint must be valid for all b, which is clearly fulfilled for b = +1 as g(()A_jE)IOO =0,
one finds the relation p = 2ncg((;é%o inserting b = 0. This result is the same expression
that was already found in the mean-field description (1.25). But now both the chemical
potential as well as the four-point coupling are governed by flow equations and thus the
relation defines the condensate density. As the constraint (3.5) for the chemical potential
must be fulfilled at every instance throughout the renormalization to ensure a vanishing
single field expectation value, the above relation is valid generally and not only for the

initial conditions.
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Chapter 3. WRG - Symmetry-Broken Phase

Correlators

Before the correlators of the polar phase can be obtained, the order parameter must be
inserted in the symmetry-broken action (3.9) and (3.10) to determine the different gener-
alized couplings that appear in the polar phase. The Gaussian action in the symmetry-
broken phase (3.9) is found to be

30 =3 (w30k1000) (= iZroion + Zuger + o)
k

+ (05 (k) (k) + 0 (R)y (k) ) (= iZr1wn + Zoten + 917
(2,an)

—I—gOOT(%(k)%(—k)+ ce. )+ a3 (R (k) + e )) (3.26)

The generalized two-point couplings simplify to

2 . 4 2,an 4
o =0 (-nra aneally) . o =2bmallh @20

From the above definition of the normal and anomalous two-point couplings one could

directly read off g(()%) =p= g(()?)’an)

using the definition of the chemical potential. Even
though this is a valid result, for the time being we proceed distinguishing between both
couplings in order to show that their equality is fundamental in achieving a gap-less
excitation mode as predicted by Bogoliubov theory and required by the Hugenholtz-Pines
theorem.

Also the three-point couplings get further specified to

95 = 2v/neg (3.28)

by inserting the order parameter. The interacting action will not be formulated again, as
only the explicit form of the Gaussian part is relevant for computing the correlators.

In order to describe all Feynman diagrams, the two-point correlators in the polar phase
are essential. The two main differences that will appear compared to the thermal phase
are the new dispersion relations and the appearance of anomalous correlators as already
introduced in the previous section. The procedure will be the same as in the thermal
phase where we started by splitting the spatial fields into their real and imaginary parts
and then solved the defining path integral. The Gaussian action for the polar phase in
spatial coordinates can be obtained using (3.26). The new anomalous correlators can be

expressed similarly to the normal correlator (2.23) in terms of functional derivatives

_ 9 g TH k)M, 1T (k)
O A 7=
* * __ 9 g S Tty M, T (k)
<¢a(k1)¢b(k2)>0 - 6Ja(k]_) 5Jb(k2) € 720 . (329)
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3.2. Polar phase flow equations

One has to distinguish again between the complex current .J,(x) and the real current J(x)
that consists of six entries. For the explicit calculation, the functional derivative must be
transformed to real currents as done in (2.25) but now for either two complex currents
or two conjugated complex currents. The crucial difference between the thermal and the
polar phase is the different matrix Mj, which is found in the polar phase, compared to
the thermal phase result (2.24), as

Zyer + M + M@0 —Zrwy,
M, = [“ecR T M “ . (3.30)
Zrwn, Zper + M — M @)
The two auxiliary matrices M and M®™ are defined as
2 2,an
d? 0 0 0 0o g%
M=|0 ¢2 olf, Me==| o 2™ o |. (3.31)
2 2,an
0 0 9%1) 9.(112L : 0 0

This matrix must be inverted and then the functional derivatives need to be evaluated

which ultimately leads to the correlators. The inverse of My is

_ (an) -1 -1
At = (erk TM-M )Q Zoion§) 5.32)
AR (Zoek + M + M) Q1
The auxiliary 3x3 matrix €2 is defined as
Z?_?lw% + w? 0 0
Q= 0 Z2 gwz + wj 0 : (3.33)
0 0 ZZJM% + w?
In the above definition the dispersion relations wg and w; have been introduced as
2 _ (2))? (2,am)\ 2
W = (Zw,OEk + 900) - (900 ) ;
2)\ 2 2, 2
wi = (valek + 9%1)) - (9_(11an)) . (3.34)

At this point it is not yet apparent why these frequencies are labeled dispersion relations
but it will become clear later when evaluating the Matsubara sums. These dispersions
could also be determined by performing a Bogoliubov analysis of the action (3.9) as it
stems from the expansion around the expectation value and a subsequent restriction to
Gaussian order. From this Bogoliubov theory performed in terms of couplings ¢g and ¢q,
the two modes wy = \/ex(€x + 2con) and wy = /(ex + q)(ex + q + 2c1n) are found [9]. At

first glance, (3.34) does not appear to equal the Bogoliubov modes; however, this can be
fixed by inserting the initial values for the generalized couplings. Later, we will discuss

the fact that the gap-less mode in Bogoliubov theory stays gap-less also when performing
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Chapter 3. WRG - Symmetry-Broken Phase

an explicit renormalization group calculation in further detail.

In the computation one finds that only normal correlators with equal indices and anoma-
lous correlators with inverse indices exist which further factorizes the two-point correlators
compared to the factorization employed in the general symmetry-broken computations.

From now on we will utilize the decomposition
(a(k1)iby(k2))
2

(tha (k1) (k)

(k1 — k2)0apGa(k1) 5

0~ 0
o = 0(k1+ k2)d_ 4, G5 (K1) - (3.35)

Evaluating the correlators (2.23) using the polar phase matrix (3.30), the normal propa-
gators G, (k) are found to be

Zx,aek + gz(z?z) - iZT,aWn

(k) = .
Go (k) 22,02 ¥ a2 (3.36)
For the anomalous propagators G2" (ki) using (3.29) we find
giZan)
() L — .
Go' (k) 72,02 ¥ (3.37)

Together with these propagators, the expectation values and thus the Feynman diagrams
can be computed to determine the new couplings after the mode elimination step. In the
next step we will work out the explicit expressions for these changes in the couplings in

the polar phase.

Coupling changes

When starting with the expectation values in the polar phase, one first of all realizes that
the one-point couplings are also renormalized with the expectation value (3.17). This
will be of great importance in a subsequent section. In the thermal phase the change in
couplings was denoted as d and will now be used to label the total change of a coupling.
For the change that is induced by mode elimination, we introduce the label A. When
the emergence of the second contributing change, i.e. the change in condensate density,
will be discussed, the final result for the total change will also be stated. So far, only the
changes stemming from the expectation values appearing in (3.13) are computed. For the

one-point coupling g(()l) one finds

aa’ = X (1980600 + 20860 + gl (2G0lk) + G ). (339
A<|15<A0

This change stems from the tadpole diagrams in (3.16) and leads to the emergence of a

linear term after mode elimination. For a vanishing expectation value of the Bose field,

54



3.2. Polar phase flow equations

however, it is indispensable that the linear term vanishes and thus this emergence implies
a non-vanishing field expectation value after mode elimination. This will be resolved in
the next section as this term is related to the renormalization of the condensate density
that also changes when running the renormalization.

For the second one-point coupling one finds Aggl) = 0 which, if one believes the aforemen-
tioned interpretation of the change in one-point couplings as the change of the condensate
density in the according Zeeman state, coincides with the expectation that no side-mode
occupation appears through mode elimination.

Beyond the one-point couplings, also the two-point couplings need to be evaluated. They
are modified by the two diagrams in (3.16) and (3.21) that were discussed in Section 3.1.2.
Note that for the change in the two-point couplings the zeroth order Taylor expansion
around the loop momentum is utilized as higher order terms renormalize anomalous cou-

(2)

plings. For the first normal coupling 90?) one obtains

agf) = X (4sbbboGoth) + 88l G ) ~ 169 gl Gr (0GR ()
A<\l§|<AO

— gbo09500 (4G (k) Go(k) + 8Go(k)Gi" (k) + 4G (k)G (k) + 2Go(k)Go(—k) )

— 89130110 (G1 (k)G (k) + G (k)G (K) ) 496?2196??1G1<k>cl<—k>) . (3.39)

Comparing this to the thermal result (2.36), it is apparent that the inclusion of the conden-

sate enlarges the amount of possible diagrams immensely. For the other normal coupling
(2)
1

977 one finds

s = X (1986100 + 4988, Goh) + 491G (k) — 492 GG ()
A<|lf|</\0
— 49110913 (2G1 ()G (k) + Gr (k) Go(k) + Gr (k) Go(—F) )

— 891109011 (Go(k) G (k) + G%)Gsn(k))) : (3.40)

The other normal two-point couplings that are initially zero are not changed by mode

(2,an)
0

elimination and thus remain zero. For the anomalous coupling g, the change is

agii™ = 3 (20800068 (0) + 498G ) ~ 169 gl GrRIGE ()
A<|1§<Ao
3 3 an an 3 3 an an
— 495961 G (k)G (k) — 8giThat3 (G1 (k)G (k) + G ()G (k) )

— gba9600 (4Go (k) Go(k) + 6GE™ (k) G5™ (k) + 8Go<k>Gsn<k>)) L (34
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The other anomalous coupling g_(12ian) changes as follows

2,an 4 an 4 an 3) (3) ~an an
A= Y [2961%-100 (k) + 49171, G (k) — 891109 TG (k) (GE™ (k) + Go(k))
A<|lf|</\0

— 891191 G (k) (Go (k) + GE™(k)) — 495??195?2&3“(@0%“(@} : (3.42)

For the other anomalous couplings that are initially zero one can check again that they
do not acquire any change throughout mode elimination.

At this point, it is worth elaborating on how the renormalization of the four-point cou-
plings will later be determined. As we already found the relation between the chemical
potential and the four-point coupling 9(()?)2)07 one can make use of this result by identifying
the chemical potential with the two-point coupling g(()%) or g[()%’an) which are actually equal
as claimed by the Hugenholtz-Pines theorem and proven later. This relation is then used
to determine the four-point coupling by only using changes of two-point couplings. On a
two-point level, the current evaluation includes all possible couplings and their renormal-
izations which is more feasible than at four-point level where also new four-point couplings
with unequal number of in- and outgoing particles appear. Thus, to keep the amount of
simplifications to a minimum, all four-point couplings that are related to two-point cou-
plings will be determined using these relations that were noted in (3.27).

However, this approach is limited since such a relation does not exist for all four-point cou-
plings, namely gﬁ)n and 9%21_17 which is sensible as these couplings cannot trickle down by
introducing a condensate in the m = 0 state. One can further show using (3.20) that no
new couplings emerge with same magnetic spin quantum numbers but different number
of in- and outgoing particles. This shows that the two couplings above are independent of

symmetry breaking. The change for gﬁ)n is found as

Bt == Y (ool (261006 (-) + 8G1(B)G1 (W)
A<|l§|<A0
+ 891111911 11G1 ()G (k) + 89551196011 ( Go(R)Go(k) + G5 (k)G (k))

4 4 an an
+ 1690 G RG() ) (3.43)
For the second four-point coupling gﬁzl_l that is read off directly we find

4 4 4 4) (4
Ag%lzl-l = - i (29(()1%)-19(()1%)-1G0(k)GO(_k) ‘*‘8951)1195121-1(;1(1‘3)(;1(]“)
A<‘1§<AO
+4g{111 00, G ()G (k) + 4g6gh1 9601 (Go (k) Go(k) + GE™(k)GE™ (k) )

+ 49111101111 (263 (R) G (k) + G1 (k) Gh (k) + Glac)Gl(—k))) o (349)
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(4)

The change of g7, can be computed using the corresponding relation; however, it contains
the quadratic Zeeman shift g that will be treated as an external parameter that does not
renormalize and only rescales when changing the system’s length scales. Thus, the change
under mode elimination of this parameter is set to zero as the external magnetic field is
not affected when zooming out of the gas.

To conclude, we have now collected all relevant changes that suffice to determine all
couplings in the system and also proposed the scheme of computing most couplings using

two-point couplings as in [31].

Change in condensate density

In the previous sections the emergence of a linear term through the renormalization proce-
dure was already established. This term is responsible for the formation of a non-vanishing
expectation value of the thermal Bose field which corresponds to the change in condensed
particle number. As the renormalized action must have a thermal Bose field with vanishing
expectation value, this linear term must be removed in an additional step. By splitting
the field into the change in condensate density and a new thermal field with vanishing
expectation value ¥, = 9 + 6(k)A\/ne, a proper separation between thermal and con-
densed bosons is restored. This splitting must only be done for the m = 0 state since
no occupation of the m = 41 states emerges. Inserting this in the action after the mode

elimination gives rise to yet another linear term

Soc (gl + Avae(o) + 9™ ) (40(0) + i ) (3.45)

Terms of quadratic order in the change in condensate density are neglected because the
later transition to flow equations implements an infinitesimal iterative renormalization
scheme. For the linear term to vanish, the bracket must cancel to zero which determines

the change in condensate density to

Ag(l)
Avne = ——5 0(2 = (3.46)
900 T 900

Here we found the explicit relation between the change in condensate density and the
change in the one-point coupling that was already foreshadowed.

The expansion around the new expectation value of the field does not only remove the linear
term and fixes the condensate change but also leads to a shift of the other couplings as
higher order terms also create new contributions at lower orders. This can be understood
as an additional density renormalization step that must be performed. Adding up the

change due to density and the 1-loop mode elimination change returns the total change
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dgg) in the couplings
gD~ =g + Mgl + gl Ay/ne
g5 = g A B 4268 A (3.47)

The above relation explains the previous distinction between the total change and the
change due to mode elimination. This extra term in determining the new couplings also
highlights the advantage of computing most flow equations using two-point couplings. For
higher order terms, several additional terms can appear when including the renormaliza-

tion of the newly emerging four-point couplings.

Matsubara sums

To arrive at flow equations, the Matsubara sums that appear in the above expressions
must be solved. For this, the shorthand n,(k) = np(Z; twa(k)) is mostly used without
the momentum arguments. One recovers in the Bose-Einstein distribution the dispersion
relations w, that were already introduced when computing the propagators. Their appear-
ance now proves that these are the excitation spectra as was claimed previously. Within
the polar phase, new Matsubara sums appear over anomalous propagators. At first, the

sums over single normal propagators are determined as

a

(2)
1 Z.Z’ a€k + Yad 1
D= E a =——" = (142n,) — , 4
<:> B won ¢ (k) 2Z7',awa ( e ) QZT,Q (3 8)

and for the anomalous propagators as

a (2,an)

1 -aa
Q; EDNAOR *;Zfﬁ(l +2na). (3.49)

The Feynman diagram building blocks represent the loop that is governed by the cor-
responding Matsubara sum. To arrive at the relevant Feynman diagrams, one or two
external legs, depending on three-point or four-point interaction, must be glued to the
vertex.

For one propagator the Matsubara sums remain in a manageable size; however, over two
propagators these tend to increase in size and thus some auxiliary functions are introduced

to keep them handy. The auxiliary functions are obviously constructed such that they
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simplify the Matsubara sums the most:

Z’r,bwa(l + 2nb) — Zf’awb(l + 2na)
Yo P2y - P2s?)
N Zrpwa(1+2n4) — Z7 qwp(1 + 2ny) 7
" 2223 — 22,7)
Zr (14 2n4)
S

1
N’(b) _

NG =

a

+ Bng(1+ng). (3.50)
The first sum over two propagators is over two normal ones describing a typical loop

with momentum circulating (counter-) clockwise. The case of equal indices must again be

treated separately as different results are obtained:

a
1
<:> © 52 Calk)C(k) = (Znaek + I (Zaper + 95 )N — NG
b wn

(2,an)\2
a=b (Jaa~ ') (3) Bna(ng +1)
= =" _— 3.51
w2, Tz, (351

In the thermal phase we found that only ladder diagrams account for the renormalization
at T' = 0 due to the absence of particles to scatter with. The above diagram apparently
has a non-vanishing contribution at zero temperature due to the possibility of intermediate
scattering events with condensed particles that are now incorporated in our quasi-particle
description.

For opposite momentum, but still two normal propagators, this corresponds to two parti-

cles flowing in the same time direction. This Matsubara sum is solved to be

a
1
<:> 3 3 Galk)Go(—k) = (Zuaer + 9 (Zaper + 9ig NG + N3
b wn

(2,an)\2
a=b (gaa ) (3) (1 + Qna)
= — —_—. .52
2wiZ2, Na™ 2Z; qWa, (3:52)

Summing over two anomalous propagators implies the obligatory intermediate interaction
with at least four condensed particles. As the sign of the momentum is actually irrelevant
it does not matter whether these particles are in- or outgoing and thus the arrows on the

propagators could be flipped. Working out the details gives

a“T,a

< (2.am)y2
1 an an an ,an a=b \Ja,
S LT armem = A = G P s
b wn

Ultimately, the Matsubara sums over a normal and an anomalous propagator also ex-

ist. They correspond to the intermediate interaction with at least two in- or outgoing
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condensate particles. The accurate computation gives

a

Q: BZG k)G (k) = —(Zoaer + 92ty "N
b

@) g 2an)

a=b _(Zz.a€k + Gaa )gaa NG (3.54)

R YA

a~—T,a

Flipping the momentum in the normal propagator does not affect the result in the above
diagram due to the symmetry of the anomalous propagator. Together with the total

changes in the couplings, the proper flow equations can now be determined.

Hugenholtz-Pines relation

Before computing the explicit flow equations we prove the foreshadowed equality between

62 and g

. We already found this equality after inserting the constraint for the chem-
ical potential in the definition of the according two-point couplings. From the dispersion
relations (3.34) it is apparent that the equality is indispensable for a gap-less excitation
mode that must be present at every instance throughout the renormalization. This fea-
ture is essentially the Hugenholtz-Pines theorem [38] for a spin-0 Bose gas. In [39, 40] this
theorem has been extended to spin-1 Bose gases which leads to the expected results of a
gap-less mode wy and two gapped modes w41 unless ¢ = 0 in the polar phase.

However, it is worthwhile to check if this constraint is also incorporated in our Wilso-

(2)

nian renormalization scheme. Therefore, the difference between the renormalized gy, and
g(()(z)’an) is computed to show that it actually vanishes if their initial values are equal. For
this, a relation between the Matsubara sums can be found that proves to be useful later

on:

an 1 an an 1 an
gti )/3 Z (G2 ()G (=) = Ga(k)Ga(—F)) = 5 %:Ga (k). (3.55)

Besides, also the two relations for the two anomalous two-point couplings g(2 an) 21, géé%)o
and g_(11 M = 2ncg(()1%_l are employed in the following computation. The difference between

the renormalized couplings is then computed as

@< @am< _ () (2am) 200"
< an)< ,an
900~ 900 = 900 —900 + Zﬁ 1 - @ . (2an)
900 + 900
A<\k|<A0

x (2gé‘é%o (2Go(k) + G&™(k) ) + Sgion Gr (k) + 496%-10?%)) . (3.56)

If the initial values for g(()%) and g(()%’an) are equal, which they are for the spin-1 Bose gas in

the polar phase, the couplings after the mode elimination and thus after the renormaliza-
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tion are also equal. This directly implies equality throughout the complete renormalization
if the initial values are equal. As gé%’an) can be identified with the chemical potential, g( )
can also be replaced by p which will be done from now on. Furthermore, this confirms

the validity of the Hugenholtz-Pines theorem also in our WRG approach.

New couplings

Having found the change due to mode elimination for all four two-point couplings in (3.39),
(3.40), (3.41) and (3.42) as well as the change due to condensate density renormalization
(3.47), we can compute the total change of these couplings. This section will compute the
new couplings in their dimensional form before the rescaling step is applied. The purpose
is to disclose how the anomalous couplings appear in the subsequent expressions as they

will later disappear after rescaling. In our approach it suffices to compute the change

(2)

for the two-point couplings p and g7 where we proved, in the previous section, that the

particular choice between g(%) and g(%an) is actually irrelevant. Utilizing these couplings

one can then evaluate the change for the four-point couplings 9(()?‘)2)0 and g((;é)n. Next, the

change of g_(fian) is used to determine g((ﬁ)o_l where only the latter coupling is relevant
as both are related through the condensate density. Eventually, only the two four-point

couplings gﬁ)ll and gﬁz

1.1 need to be found as they are not affected by the symmetry
breaking. Performing the actual computations, we will employ the Matsubara sums that
were derived in the previous section. For the chemical potential either (3.39) as well as

(3.41) yield the same result:

(4)
90000 (22 per, +H) (3) | Z0% — Joo11
= 4 dk — (142 -1 - ==
=p—= / 270 ( = No o (14 2no) Zo1
2n 2 (2,an 3
+ ZQ <29(()0)11 (Zw,lfk + 9%1)) 9(()1%) 19-11 ) N( )
g( ) (2) (3)
+ 720221 <(Zw,1€k +917) — 47%90011) (14 2nq) (3.57)

The integration limits in the above result indicate the range of integration for the absolute

value |k|, whereas the angular integration covers the whole sphere S;. Using (3.40), we
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find for the other normal two-point coupling

(4)
an Zx €
i —951’—2/ dk[ 45101951 )Néf)+goon< ’Ok<1+2no>‘1>

Zr0 wo
4 (4 2
n 49(()0)119(()0)11 @@ M (1+2n4) — 1
— @ 9un 9 7w m)=z
90000 n1*l i

2 4) 2
(2,an) 290011 4) (2)
— — (142 + 8nc Zy + Zy €+
(9-11 ) MZT,1W1( n1) +8n ((9010-1) ( ,0€k #)( 1€k 911)

—296?))11(95% g géﬁ)M(Zx,lek +g§21)>> xOEk)N ] (3.58)

As already foreshadowed, some four-point couplings will be computed using their relation
to the two-point couplings. For the coupling 9(()?)%)0 that is directly related to the chemical
potential, whose change is already known from (3.57), the change can be computed using
this relation. However, it does not suffice to just divide by the condensate density as we
do not have an explicit expression for the density after mode elimination. Thus, as the
relation holds ahead of mode elimination, we can compute the total change of 9(();1)2)0- One

ultimately finds

(4) g(()?) o) 1 (2,an) (2,an) dne
dgpgpo = d m = om dgoo — Y900 n

2 (2,an)
_ 1 (2,an) (3) 2 ,an) A\/m
-5 <A +2gfia e 20l an . (3.59)

(2,an)

In this computation the relation gy

total change of g(()o an) n (3.47). We obtain that the change in the four-point coupling

= ‘/ncgég% is used as well as our results for the

is only determined by the mode-elimination change of the anomalous two-point coupling.
Applying this result together with the Matsubara sums one obtains for the four-point

coupling

Ao 2 2\ 1+ 2n 2 (27406 + 11)°
4 4 4 1 H z,06k T H 3
9(()0)00 —g(()oz)o - 2/A dk [((961% 1) - 4(9(()0)11> > w1751 + 74713 <(M3Z$’O)No( :

2 3)
3(1 4 2nyp) 4 2 1) (2am)) 2N,
T 2o ) ! (2980)”(295’16'“ i §1)) sl )> 2ZE,

(3.60)

Following the same procedure as for 9(()?)2)0 in (3.59), the change in g(()%_l can be determined.

Doing so relies on the relation g_(fian) = 27”ch((ﬁ)0_1 that links the four-point coupling to a
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two-point coupling. We obtain

(2,an) A (2,an)
dgé‘i%l—d(g'” ) =—gn_ (3.61)

2N 2nc

In the computation one has to utilize the relation g(2 an) _ = /Nc 9(()?1)21- Applying previous

results yields the new four-point coupling

(4)

Ao (4)
4 4 4 g 911-1-
g\ =gl | —2git) / dk | 20000 (7 4 9pg) + L1l (1 49, — ggll) A
A 277 0wo Zr w1

4 4 4 2.an
—4 (29(()0)112x,06k (2”69(()0)11 - (Zz 1€k + 9§1)>> Mg(()1)0-19(11a )>N(§1)] . (3.62)

The four-point coupling g((;é)n is determined using the relation (3.27) for the two-coupling
(2)

977 - Thus, no particular expression for this coupling is relevant as the condensate is
determined via the chemical potential and the quadratic Zeeman coupling does not change
under mode elimination ¢< = q.

For the coupling 9%)11 that is not computed using a related two-point coupling, the new

2
4 4 4 2,an
( 9%1)11 - (95121 1 951)11> > (9(1 )>
2 2 (3) 2
(4) (2) Nl _4( (4) ) 14 2ng
+ 8<<91111> (911 1- 1) > ( 16k + 911 > ) W72, Yoo11 7m0
B 2(Zy €k +M)2N(3) B 4( (4) >2 +3( (4) )2 1+ 2m
w%Z%O 0 9114141 91111 w1 271

The last coupling ggzﬂl_l is also determined by its direct change in the fourth order of the

2 2
4 4 4 4 2,an
(2<(g§1)11> + 29%121-1 <g§121-1 - 95111)) (9(11 )>
+ag® ((4) +2<4))<Z - (>> T
g11-1-1{ 911411 91111 z,1€k T g w%nyl 91111911211 w1 271
2 2 N(3)
4 2 4
+ (4(9(()0)11) (ch,oek—l-,u) + (961%)-1) M2> wg%g
07,0

2 2
4 4 1+ 2ng
+ ((9(()1%) 1) - 2<9(()0)11> ) “woZo

The determined changes are now used to work out the corresponding flow equations.

coupling is found as

4
9%1)11 _9§1)11

(3.63)

fields and yields the change

Ao
< 4
951)1 1 —9§1)1 1 /A dk

(3.64)
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Flow equations

Before the flow equations are determined by taking the derivative with respect to the flow
parameter [, the rescaling step must be applied as explained in Section 2.2. The appearing
two-point couplings are rescaled according to (2.12) and the four point couplings using
(2.14). From the defining relation of the condensate density p = 2n. 9(()?)%)07 its correct

rescaling can be derived as
nl = b*"Z, ons . (3.65)

In the symmetry-broken phase one must take into account that the dynamical scaling
exponent z also becomes dependent on the flow parameter. This occurs as the anomalous
couplings Z;; and Z,; that determine z according to (2.11) flow as well. This leads to
additional terms when taking the derivative of the rescaling contribution. In the following
flow equations all couplings appear in their rescaled version apart from the explicitly
mentioned anomalous couplings after mode elimination. Thus, the primes to indicate
rescaled quantities are dropped and we further employ dimensionless couplings as defined
in (2.51). The definition of the dimensionless chemical potential equivalently applies to
all appearing two-point couplings and only a new definition for the (condensate) density
is necessary:
d

Ne = %nc. (3.66)
The flow equation for the dynamical scaling exponent z as well as for the temperature
T were already determined in (2.15) and (2.16) when the rescaling step was introduced.
The quadratic Zeeman coupling gets rescaled like gﬁ) yielding ¢’ = b2Z;7 %q. Furthermore,
the two anomalous dimensions n; are introduced which are determined by the flow of the

anomalous couplings
i = —6, In Zx<,z' . (3.67)

Take note that the physical anomalous dimension is obtained by taking the limit to infinite
flow parameters. Using this definition directly results in the flow equation d;g = (2 +n1)q

for the quadratic Zeeman coupling. For the chemical potential one can derive the respective
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flow equations from the new coupling (3.57)

(4)

2 2 1-—
O = (2 + o) — 4 [90000 (M( RN
2 wp wo

(1 +2n0) - 1) ~ ghon
2n, 4 2 4 2an 3
+ Tu% <29(()0)11 <1 + 9%1)) 9612) 19 ) N( )

(4)
+ o ((1 + 9(2)> - 4nc963)11> (1+2m)

(3.68)

Similarly the flow equation for gﬁ) can be obtained using (3.58) and yields

@ _ @ N 4w o | (Lre?
a9y =2+m)gy —2 90011 g(T) — 91111 — 91111 T(l +2n1) -1
0000

26 (4)
2an) )~ 29 4 2.an 4 2
- (9-(11aL )) Mz(jlll (1 +2n1) — 8ne (2980)11 (9(()1%) 19.(11a = 9(()0)11 (1 + 98))

2 n 2./\[(2) 1+2n
() 0 +g§?))/\féi)—2(gfff’" VAL g (L2,

C

(3.69)

The results for the four-point coupling 9(()?‘)2)0 are found after rescaling and taking the
derivative of (3.60):

() (1) @) @\ @ ) 2N
AGoooo = (€ — 19z + 2m0) gpo00 — 2 (290011 (1 + 911 ) 9010-19-11 ) "

2 2 2 2
w2+ )7 @ 3(1 A+ 2n0) (4) @ \"\1+2m
pre (w%NO T 2w + | 9010-1 ) —4{ 90011 o1

(3.70)

For 9(()%_1 we evaluate the new coupling in (3.62) and work out the flow equation

4 4 4 4) 1+2ng 2 14+2n
819(()1%_1 =(e =101z +mo + 771)9(()1%)-1 - 29((]1)0—1 [9(()0%)0%)0 + 95121-1

4 4 2 2,an 1
- 4(2960)11 <2nc9(()0)11 - (1 +9( )>> Ng((n)o 19(11 )>N0(1) - 0011N } .

(3.71)
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The coupling gﬁ)ll is determined using (3.63) and has the subsequent flow equation

2 2 2
4 4 4 4 4 2,an
819%1)11 = (e =101z + 2771)g§1)11 - [(((951)10 - 4(9&21-1 - 9&1)11> ) <9-(11a )>
2 2 2 N-(3)
4 4 2
+ 8((9&11) + (9%121-1> ) (1 + 9%1)) ) wl%

2 2 2 2
4 4 1+ 2n, 4 21+ p) 3 1+ 2ng
- <4(g§121-1> 3(g§1)11> )M 4(9(()0)11> (w%jvé - TO .

(3.72)

(

The other four-point coupling 914121_1 that is not determined using two-point couplings

changes according to (3.64) and has the flow equation
2
4 4 4 4 4 2
Dl = (€ — 10z + 29111y — [(495121-1 (9%121-1 + 29&111) (1 + 951))

2 2 N(3) 1 + 2
4 4 4 4 2.an 4) (4 ny
+ 2((9%1)11) + 29%121-1 (gglzl-l - 9&111)) (9-(11a )) ) 12 - 49&1)1195121-1

w1 w1
@\ 2 (o )2 o\ MY @ ) @ ) 1+2n0
+ 1 4( 90011 ) (1+ )"+ { 90101 ) & w2 +{ | 9010-1) — 2| 90011 o
0 0
(3.73)

Removing all spin-dependent contributions, i.e. all terms with m = +1 involved, from
(3.68) and (3.70) leads to the spin-0 flow equations that have already been computed in
[31].

Starting with the flow equations in the symmetry-broken phase, we expect that if the
chemical potential, i.e. the order parameter of the polar phase, becomes zero the sym-
metry is restored and the phase transition occurs. At this restoration where py = 0 it
is expected that the flow equations smoothly connect to the thermal flow equations that
further describe the flow in the symmetric phase. This can be checked explicitly by eval-
uating the above flow equations at vanishing p. The dimensionless excitation modes in
both phases become wy = 1 and w; = 1 4 ¢q. Neglecting the anomalous couplings and
taking into account that at n. = 0 no change in condensate density appears anymore,
one actually finds a smooth connection between the two phases. However, we are only
interested in the behavior within the condensed phase; thus, the thermal phase and how
the two phases connect is not relevant for our further discussion.

The above flow equations suffice to compute all couplings that appear in the system. For
later purposes we will now work out a flow equation for the total particle density as it is

crucial when trying to extract physical predictions out of the flow equations.
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3.2. Polar phase flow equations

Flow of total particle density

To complete the above derivation of all necessary flow equations, one has to add the total
particle density n. Its flow equation does not affect the flow of the couplings as the density
is solely an observable; however, in the later evaluation of the flow equations a macroscopic
density will be presumed. Therefore, a corresponding flow equation is required. The
total particle density consists of a thermal density nt and the already known condensate
density n.. But, when the renormalization is initiated, the total particle density acquires a
dependence on the flow parameter [. To derive the respective flow equation for the density,
we also apply all expansions that were required to determine the above flow equations to

the general expression for the density

n= o L @UE) = ne+ (5 @) + (55 O) + cc. )

k

1 1
roo X S ((wrsur ) + (v R7 ®)) (3.74)

To this point we expanded around the condensate density and split the field into its
larger and smaller components. It is important to be careful at this point, as through
the renormalization the field ¢ (k) acquires a non-vanishing expectation value, i.e. the
change in condensate density. This must be taken into account as we want to obtain an
expression for the total particle density after the full renormalization. Thus, the expansion
of the smaller field around the change in condensate density must also be included. First,

the expectation value of a single smaller field yields

(w5 (k) = 0(k)Av/ne + (w6 (k) ) = 6(k)Ay/nc. (3.75)

In the second step the field expectation value vanishes as this is the expectation value of
a proper thermal field obtained after the renormalization. The expectation value of the
larger field vanishes as well <¢0> (k)> = 0, as it does not get changed in the renormalization

and thus remains a proper thermal field. For the first quadratic expectation value we find

(=5 () = 50 (BAVE) + (9= (k= (k)) = (W= (R=(R)) . (3.76)

The first term vanishes since the change in condensate density is understood to be in-
finitesimal because the renormalization is performed in infinitesimal steps. Here, one can

already introduce the expression for the density of thermal particles

1=—

nr = ﬁlv D z (v = ()= (k) - (3.77)
k
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As 9'<(k) is the proper thermal field with vanishing expectation value that is left in the
action after the renormalization step, this is a reasonable definition. Finally, one has to
look at the last expectation value that already appears to be just a propagator; however,
the expectation value is calculated over the interacting theory and not the Gaussian part.
This can be resolved by taking a look at the one loop expression for the partition function

that can be expressed as

Z

— =1+ ) all vacuum diagrams. 3.78

Z > g (3.78)
Note that this also contains disconnected vacuum diagrams. As every vacuum diagram
has to contain at least one interacting vertex, it becomes clear that the summation is of

2-loop order and higher. Hence, one finds
Z = 29+ O(2-loop) . (3.79)

Applying this, straightforwardly reduces the expectation value to 1-loop order (O) = (O),,.
Thus, the last expectation value is just 6(0)G;(k). Inserting all the above results together
with the relation 6(0) = SV into (3.74) yields

n = ne+ nt + Ane + I S Gilk)

i=—

(4)
= ne +np — Zf (49(()211 - 2) G (k) + 22001 G (k) + Go(k) + G (k)

90000

(3.80)

In order to transform this expression for the total particle density into the corresponding
flow equation, the Matsubara sums need to be solved at first using previous results from
Section 3.2. Before taking the derivative with respect to the flow parameter, the density
must be rescaled as well. Its rescaling relation can be determined either by inserting
the already known rescaling relations and read-off the rescaled densities or by using the
relation for the condensate density between two- and four-point couplings (3.65). Both

approaches lead to
n' =b*"Z,on. (3.81)

Besides the rescaling, the dimensionless density is introduced as 7 = (27)%n/(SqAd) equally

to (3.66) for the condensate density. Ultimately, this results in the rescaled and dimen-

68



3.3. Results

sionless flow equation for the total particle density:

4
1+2n0 1 g9,

on=(2—e+101z—mno)n — +5 -2
2wo 2 9(()0)00
4) (4)
2 g 2.an) 90101 | (1 +2m1
- (1 - 951)) 290811 1 | — gl e ( - 2N (3.82)
90000 90000 1

As always, the primes and bars are dropped again in this flow equation for simplicity.
Performing the previous computations for a spin-0 Bose gas without the anomalous con-
tributions in the rescaling, one is going to obtain the result presented in [31] for the flow

of the total particle density.

3.3 Results

This section is going to explain how the above flow equations can be implemented such
that physical predictions can be made. Doing so requires the differentiation between bare

microscopic couplings and macroscopic observables that are measurable.

Fixing the UV cut-off

At first, the relevance of the momentum cut-off Ag that has been introduced to regularize
the spin-1 action has to be discussed. We must realize that this cut-off is indispensable
to restrict momenta to a regime in which the s-wave approximation is valid. Thus, the
cut-off must be of the order Ay ~ a ! but its explicit value should not be of any physical
relevance. Therefore, different cut-offs will be specified in the following using the param-
eter k = Agag and the behavior under these choices is investigated. To obtain physical
results, we will now present a scheme to initialize the flow equations such that the result
should become cut-off independent.

We realize that the experimental value of the scattering lengths ag and as are macroscopic
values obtained in vacuum including quantum fluctuations. This implies that the experi-
mental values are not initial values of the flow equations but rather its outcome. In [31]
this has been realized for the spin-0 Bose gas. The consequence of such an understanding
of the scattering length implies that the experimental scattering lengths are the macro-
scopic outcomes of the vacuum flow equations. This also means that the initial scattering
lengths will be chosen cut-off dependent such that they flow towards the experimental val-
ues. For the flow dependent scattering lengths ag(l) and as(l), the following asymptotic

limit behavior for | — oo is demanded:

lim ag(l) = eay, lim as(l) = eay. (3.83)
l—00 l—00
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The above limits only apply to the vacuum flow equations for ¢ = 0. The vacuum flow
equations are found by removing all particles from the condensate, i.e. employing the
thermal flow equations, and then setting all Bose-Einstein distributions to zero. As no
quadratic Zeeman shift is present, the vacuum flow equations can be decomposed into
two distinct flow equations for the couplings ¢y and ¢; like in (2.61) and (2.62). Using
the definition in terms of the s-wave scattering lengths in (1.8) and introducing the single
spin-channel coupling g; = 4mwh?a;/M, these flow equations can be decomposed further.
Next, this four-point coupling can be brought into its dimensionless form following the
standard definition in (2.51). In the thermal phase no anomalous renormalization appears
at 1-loop order; thus, the decomposed vacuum flow equations for the two dimensionless

spin-channel couplings are

9
Og2 = €g2 — % - (3.84)

To arrive at these equations, the chemical potential has been neglected as it is assumed
to be small ¢ < 1. We will later validate up to which densities this assumption actually
holds true in detail. The above differential equations can be solved analytically and for

the initial value g; ;, one finds the solution

_ 2e eelgi,in
2+ gim(edt —1)°

9i(1) (3.85)

From (3.83) we can derive the according initial values in their dimensionless form by com-

parison with the dimensionless scattering lengths. As later computations will be performed

in d = 3 we assume € = —1 in the subsequent derivation:
2 €7lgi in ! l4A0
li ()= ——"—=¢"—aua;. 3.86
Jim g;(7) Yrgm ¢ w G (3.86)

The above equation can be solved for the initial couplings g; in that are found to be

4A0 a; 1

Gijin = (3.87)
Here, we derived what has already been foreshadowed previously: the initial spin-channel
couplings are actually cut-off dependent and in the course of the vacuum flow reach the
experimentally measured values. These initial values are now employed when defining the
initial values for all four-point couplings even in the non-vacuum flow equations. Thus, the
introduction of Bose-Einstein distributions leads to the emergence of an effective scattering
length that is obtained after the renormalization that should be cut-off independent as

well.
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Initialization

This section will elaborate on how to initialize the flow equations in the symmetry-broken
phase to obtain meaningful results. In the previous section it was already explained how
the initial spin-channel couplings can be chosen cut-off independent. Utilizing (3.87) and
the initial four-point couplings in (1.14) these couplings can be initialized. The general
approach when investigating the flow equations is that we place all particles in the con-
densate initially. After evolving the flow, we then read off the condensate density and
determine how many particles have left the condensate and have gone into the thermal
cloud. If the condensate density reaches zero, we have hit the critical temperature and
the configuration we have chosen does not allow for a stable condensate. The initial
temperature is chosen as the physically desired temperature. Placing all particles in the
condensate means that n¢j, = ni, and the initial chemical potential is pin = ninco,in and
the other initial two-point coupling gﬁ?in = @in +NinC1,in With gin being the initial quadratic
Zeeman shift. Note that all initial values are determined using dimensionless expressions.
Furthermore, a maximal flow parameter l,.x = 15, up to which the flow is evolved in
our numerical implementation, is set. Evolving the flow equations is achieved using the
NDSolve routine implemented in Mathematica.

As the initial values have turned cut-off dependent, they also depend on the particular
choice of the scattering lengths and thus on the choice of atoms for the spin-1 gas. This
thesis will mainly investigate **Na atoms that can either be in the F = 1 or the F = 2
state. The same applies to the other atoms that are of interest, namely 8"Rb. For sodium
the scattering lengths are chosen as ag = 47.36 ag and ay = 52.98 ap [9, 11] with ap being
the Bohr radius. The mass is M = 23.0u [41] with u the atomic mass unit. For rubidium
ap = 101.8 ap and ag = 100.4ap [9, 12] and a mass of M = 85.5u [41] could be used.
The main reason why we will not investigate the flow for rubidium explicitly relates to
the fact that the spin-spin coupling ¢ is negative for rubidium in contrast to sodium. At
positive quadratic Zeeman shift ¢ this implies that rubidium can exhibit a quantum phase
transition between the polar phase and the easy-plane phase according to the mean-field
phase diagram in Figure 1.1. This phase transition cannot be investigated thoroughly as
we have not computed flow equations in the easy-plane phase and thus cannot rely on the
validity of the outcomes.

For sodium, the mean-field phase diagram results in a critical quadratic Zeeman parameter
ge. = 0. Taking into account experimental results close to 7' = 0 from [42] where they mea-
sured a shift of the transition to ¢./h = 6560 mHz we will chose ¢/h = 10Hz for most of
our investigations. This ensures computations within the polar phase also at non-zero
temperatures. In most evaluations the cut-off parameter will be chosen from the set
k € {0.5,1,1.3} to obtain results for different cut-offs to confirm our cut-off independent
initialization.

Having initialized all couplings, one finally has to set the initial particle density in the

polar condensate. We will observe our system at a density of n = 10" m~3; however, this
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is not the initial density to chose as according to (3.82) the density changes in the course of
WRG as well. Thus, one must realize that the desired density is a macroscopic observable
that we aim to achieve and the initial value for the density has no physical implications.
To achieve a constant macroscopic density as an outcome of our flow equations, for every
temperature an appropriate initial density must be determined that, in the specific ini-
tialization we chose, flows to the demanded outcome. In later plots it will be shown that
this actually worked out; however, this caused an additional computational step before
actually observing the flow.

Before we can turn to actual results of the flow equations, one must briefly explain how
the subsequent numbers that are plotted were determined from the outcomes of the flow
equations. Clearly, the dimensionless values can be transformed to dimensional quantities
again which is inevitably to confirm cut-off independence as the removal of the dimension-
ality according to (2.51) depends on the cut-off. We further remove the rescaling from
the couplings again as we aim to compare the observables at a set scale. In the course
of renormalization most couplings will either diverge or converge to zero for temperatures
away from criticality due to the rescaling step. Thus, we expect that an asymptotic limit
behavior is reached for all couplings from which we infer the physical quantities by remov-
ing the rescaling step. As an example for the chemical potential the physical outcome is
determined using fipnys(l) = e M Z, o(1)p(l) which is expected to converge for large flow
parameter [. As a scaling dimension we will generically use the engineering dimension
that has been introduced previously and we will find that convergence in certain cases is
only achieved after modifying the scaling dimension and thus inserting anomalous scaling
manually in the case of no anomalous renormalization. This removal of the rescaling after
the flow can also be understood as initializing all couplings such that they flow to the scale
we are interested in, i.e. to the correct temperature, density and scattering lengths.

As we have not computed flow equations for the anomalous couplings so far, the results
presented in this chapter will be computed neglecting the effects of the anomalous scal-
ing. This is done to highlight the crucial influence of anomalous renormalization in the

symmetry-broken phase in the course of the following sections.

Critical degeneracy parameter

In the introduction of cut-off dependent initial couplings that flow to cut-off independent
results we made the assumption of small chemical potentials, i.e. small densities. In this
section we are going to evaluate up to which densities this assumption is sufficient to
achieve cut-off independent outcomes. For this, we chose the parameters for sodium and
quadratic Zeeman shifts of ¢/h = 0Hz and ¢/h = 10Hz. We now aim to calculate the
corresponding critical densities for temperatures in the range of 7' € [10719K,107* K],
i.e. the density for which the condensate density flows exactly to zero. Hence, we are

computing pairs of critical temperature and critical density that are then plotted. These
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Figure 3.1: The critical degeneracy parameter ncmAf’h is plotted for 2*Na and quadratic
Zeeman shifts of ¢/h = 0Hz (solid) and ¢/h = 10Hz (dashed) for three
different UV cut-offs: Ag = ay* (blue), Ag = 0.5a5" (red), Ag = 1.30a5"
(green). This parameter is plotted against the dimensionless aoAt_h1 where
the critical temperature T is utilized in the thermal de Broglie wavelength
A2, = 27h?/(MkgT). In black, the constant mean-field result of a non-
interacting spin-1 Bose gas neitAY, = 3((3/2) at vanishing Zeeman effect is
plotted.

pairs are computed for three different momentum cut-offs individually to compare them
to each other. Implementing the flow equations numerically yields emerging singularities
when searching for the critical temperatures. These singularities appear due to 9(()?))11 as it
is obtained by dividing with the condensate density that flows to zero at criticality. For
temperatures close to and below the critical temperature, this approach works out as will
be shown in the following. To circumvent these singularities, one can compute an addi-
tional flow equation for 9((;(1))11 directly from (3.20) as an approximation. Comparing results
between these two approaches yields identical critical temperatures on the relevant scales
and thus for computing critical densities and critical temperatures this approximation is
used for numerical stability.

At first, we plot the dimensionless critical degeneracy parameter n Afh using the thermal

crit
de Broglie wavelength A% = 2rh?/(MkgpT) and replacing the temperature by its critical
counterpart. In Figure 3.1, this parameter is plotted against agAt, thus essentially against
the critical temperature. We observe that up to ~ 1072 the critical degeneracy parame-
ter remains cut-off independent and only for larger critical temperatures a separation is

observed. From Figure 3.2, where we plotted critical temperature against critical density
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Figure 3.2: The critical temperature T for the thermal phase transition between the po-
lar and the thermal phase of ?3Na at quadratic Zeeman shift ¢/h = 0Hz
is plotted against the critical density neq for three different UV cut-
offs: Ag = ag' (blue), Ag = 0.5a;" (red), Ag = 1.3a;"' (green). In
black, the mean-field result of a non-interacting spin-1 Bose gas T, =
2wh2/(Mk:B)(ncrit/(3C(3/2)))2/3 is plotted. The main plot displays the re-
sults in a log-log scale whereas the subplot is in a linear scale.

one can directly read off that up to densities ~ 102! m™3 the cut-off independence remains
accurate. This is sufficient compared to the currently achieved densities in experiments.
For larger densities this only enforces to compute the initial spin-channel couplings more
carefully and include the chemical potential and its flow which is then only solvable nu-
merically but can be achieved to generalize also to higher densities.

As the interacting results for ¢/h = 0Hz drift away from the non-interacting result for
the critical degeneracy parameter of neitA, = 3¢(3/2) in Figure 3.1, we can infer that
the critical temperature actually increases compared to the Gaussian result. ((x) denotes
the Riemann zeta function that also appears in the spin-0 result and the additional factor
of 2F + 1 = 3 represents the spin-1 nature of the Bose gas. This observation becomes
obvious when comparing with Figure 3.2 where the non-interacting critical temperature
T. = 27h?/(Mkg) (nerit /(3¢ (3/ 2)))2/ ? is plotted additionally. Such a tendency of the in-
teraction to shift the critical temperature to larger values has been observed in the WRG
results for the spin-0 Bose gas [31] too. This has been confirmed by analytic approaches
[43] and numerical Monte-Carlo simulations [44] were a proportionality of the deviation
percentage from the non-interacting results to agn'/? is found. Such a proportionality

cannot be seen in our 1-loop computations for the spin-1 Bose gas. This is either caused
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by the question of how to generalize this proportionality to spin-1 or the inability of our
1-loop approximation to reproduce such a relation. Nevertheless, we observe deviations
between ~ 0.2% and ~ 10% from the non-interacting critical temperature.

When introducing a quadratic Zeeman shift of ¢/h = 10Hz in Figure 3.1, we observe
overlapping results in the cut-off dependent regime for large critical temperatures and a
strong deviation in the cut-off independent regime. In contrast to the results for vanishing
quadratic Zeeman shift, the critical degeneracy parameter approaches ~ 2.62. Comparing
this to the expected critical degeneracy parameter ((3/2) =~ 2.61 for a spin-0 gas, we find
that the critical temperature approaches the spin-0 results for small densities. This can
be understood, as the increase of the quadratic Zeeman shift suppresses the side modes
m = =£1 as their energy is increased. Thus, more particles reside in the m = 0 mode
which leads to a resemblance with the spin-0 Bose gas especially for low densities. In
contrast, for vanishing Zeeman effect the three magnetic modes are degenerate and thus
populated equally resulting in a lowered phase space density that leads to a decreased
critical temperature.

To summarize the discussion of these two plots, we found cut-off independent critical
temperatures for the relevant density regime in this thesis thus validating the approach
introduced in Section 3.3. We were further able to reproduce the critical temperature for
the non-interacting spin-1 Bose gas at low densities and vanishing quadratic Zeeman shift
using flow equations. This agreement is sensible as in very dilute systems the influence of
interactions becomes less important and the system thus resembles a non-interacting gas.
Increasing the quadratic Zeeman shift leads to an increase in critical temperature that
ultimately results in the spin-0 results confirming the results from the fixed point analysis

of the thermal flow equations in Section 2.4.

Couplings

After investigating the critical temperature we will now examine the individual couplings
at temperatures below T, but at a fixed density of n = 10! m™3. The computations are
again performed for sodium at ¢/h = 10 Hz and neglecting all anomalous couplings.

In Figure 3.3 both normal two-point couplings p and gg) of the spin-1 Bose gas are dis-
played up to the critical temperature for three different cut-offs. For the chosen density a
critical temperature of T, ~ 164 nK is found and also displayed in all plots for comparison.
For the chemical potential we find a steep decrease for low temperatures and after a slower
descent in the intermediate temperature regime another sharp drop-off close to the criti-
cal temperature. The latter feature confirms the existence of the thermal phase transition
between the polar and the thermal phase as the chemical potential is the order parameter
that must vanish exactly at criticality. For a non-interacting gas the chemical potential is
zero for all temperatures below the critical temperature; however, interactions as in our

spin-1 Bose gas shift the chemical potential to positive values. In mean-field theory for
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Figure 3.3: The chemical potential p (solid) and the generalized two-point coupling gﬁ)
(dashed) for 2*Na in the polar phase without anomalous renormalization at
a quadratic Zeeman shift of ¢/h = 10Hz are plotted against temperature.
The total density is chosen at n = 10 m™ and the corresponding critical
temperature is depicted too. Both couplings are displayed for three different
UV cut-offs: Ag =ag" (blue), Ag = 0.5a5" (red), Ag = 1.3a," (green). The
subplot displays the results for the chemical potential divided by the cut-off
parameter k = agAg.

weakly interacting Bose gases one finds the same relation for the chemical potential as in
our WRG approach namely pu = 2n, 9(()?)%)0- From the non-interacting Bose gas the propor-
tionality n./n = 1— (T/T:)*? is known that should also approximately hold in the weakly
interacting gas and thus implies a similar proportionality to temperature for the chemical
potential as well. However, such a proportionality cannot be observed in Figure 3.3 and
furthermore, the chemical potential is clearly cut-off dependent even though we applied
our cut-off independent approach.

The subplot indicates that the dependency can be removed by dividing by the flow param-
eter k = agAg. This correction will not lead to quantitative physical results but implies
that the scaling dimension of the chemical potential is rather [u]s = 1 than the engineering
dimension [p]e = 2. The same can be observed when fixing the cut-off and computing the
chemical potential for different maximal flow parameters [;,,x. Doing so leads to deviant
results that do not converge to an ultimate physical value but can be corrected by replac-
ing the engineering dimension with the newly found scaling dimension in the removal of
the rescaling. Such an observation does not contradict our cut-off independent setup as,

e.g. the critical temperature remains cut-off independent, but rather highlights the im-
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Figure 3.4: The generalized four-point coupling 9((1?))()0 for 2®Na in the polar phase without

anomalous renormalization at a quadratic Zeeman shift of ¢/h = 10Hz is
plotted against temperature. The total density is chosen at n = 10 m~3
and the corresponding critical temperature is depicted too. For comparison,

the coupling is normalized with its mean-field value 9(()‘(1)2)0,MF' The coupling

is displayed for three different UV cut-offs: Ay = a, 1 (blue), Ag = 0.5 ag !

(red), Ag = 1.3ay" (green). The subplot displays the results for the four-

point coupling 9(()4(1)2)0 divided by the cut-off parameter k = agAg.

portance of anomalous scaling in the symmetry-broken phase that is introduced at 1-loop
order by (3.21). In the next chapter the inclusion of such anomalous renormalization is
discussed in greater detail.

Regarding the second normal two-point coupling gﬁ), we observe a cut-off independent
outcome in Figure 3.3. This indicates that mainly the anomalous couplings in the m = 0
state introduce anomalous scaling as can be expected due to the broken symmetry in
this state. In contrast to the chemical potential, this two-point coupling does not flow
to zero at criticality which is expected when looking at its initial values (3.27) where the
quadratic Zeeman shift remains if the condensate density is set to zero. From the plot
one can read off the approximate value of the two-point coupling at criticality which is
gg) ~ 4.05 x 107 eV and is in good agreement with the set value of the quadratic Zee-
man shift ¢ ~ 4.14 x 10~ eV. For lower Zeeman shifts we thus expect an approach of the
two-point coupling to zero.

In Figure 3.4 the four-point coupling 9(()1(1)%)0 is plotted again for three different cut-offs.
The coupling is normalized with its mean-field value and we observe a strong decrease

over the whole temperature regime. This appears inconsistent as we expect that WRG
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Figure 3.5: The generalized four-point couplings 9(()%_1 (dashed, short), gﬁ)u (solid) and

9@1-1 (dashed, long) are plotted against temperature for 2Na in the polar
phase without anomalous renormalization at a quadratic Zeeman shift of
q/h = 10Hz. The total density is chosen at n = 10! m~3 and the corre-
sponding critical temperature is depicted too. For comparison, the couplings

are normalized with their mean-field values gi(ﬁl ymp- The couplings are dis-

played for three different UV cut-offs: Ag = ay* (blue), Ag = 0.5a5" (red),
Ao =1.3ay" (green).

leads to a correction of the mean-field result and especially for temperatures far below
the critical temperature deviations over several orders of magnitude are not expected. As
for the chemical potential, cut-off dependence is observed that indicates that anomalous
renormalization plays a crucial role in describing these couplings. This is also expected
to account for the strong decrease we observed. By dividing with the cut-off parame-
ter, overlapping results are achieved in the subplot which implies a scaling dimension of
[9((;(1)2)0} = —2 instead of the engineering dimension [g(%%)o} = —1. At criticality we know
that tﬁe flow equations should reach a Wilson-Fisher ﬁxeed point for dynamical scaling
exponent z = 0. As this changes the engineering dimension to +1 we expect that the
effective scattering lengths flow to zero at criticality thus also g(()ééo. Such a feature is not
observed if anomalous renormalization is not included.

The other three four-point couplings g[()%_l, gﬁ)n and gﬁzl_l are displayed in Figure 3.5
where they are again normalized with their mean-field values. The coupling 9(()?0-1 exhibits
all features that we demanded and expected. Cut-off independent results were found as
well as small deviances from the mean-field value over most of the temperature regime.

Furthermore, it appears to flow to zero at criticality as we expect for effective scattering
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Figure 3.6: The condensate (solid) and the total (dashed) density are plotted against
temperature using the flow equations for ?*Na in the polar phase without
anomalous renormalization at a quadratic Zeeman shift of ¢/h = 10 Hz. The
total density is chosen at n = 10 m™3 and the corresponding critical tem-
perature is depicted too. For comparison, the non-interacting result for the
condensate density using the given total density is displayed in black. The
computed densities are displayed for three different UV cut-offs: Ay = a !
(blue), Ag = 0.5a5" (red), Ag = 1.3a," (green).

lengths. The other two couplings are obviously not cut-off independent and cannot be
rescaled to achieve overlapping results. In addition, these couplings turn negative in large
temperature regimes indicating an attractive interaction. This, however, will not be dis-
cussed further as we do not expect any physical insights from it apart from the relevance
of anomalous renormalization that will resolve this problem.

At last, we discuss the results obtained for the total and the condensate density plotted in
Figure 3.6. For both observables cut-off independent results are observed, indicating that
anomalous renormalization plays a negligible role when computing their values. This is a
relic from the definition of the condensate density as the fraction of the chemical poten-
tial and the four-point coupling 9(()32)0- Both of the latter couplings exhibited anomalous
behavior; however, both their scaling dimensions shrunk by one explaining the disappear-
ance of anomalous renormalization in the condensate density. We find a similar behavior
as expected from the mean-field result for vanishing quadratic Zeeman shift that is plot-
ted in black. At the phase transition, the condensate density vanishes indicating that
no macroscopic ground state occupation is left. The result plotted for the total particle

density nto; confirms the correctness of our initial densities that flow to the set density
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of niet = 10 m™3. The cut-off independence for the total density is trivial as the initial
values were chosen to yield this result.

The condensate depletion, i.e. the amount of condensed particles at T' = 0, is of particular
interest as for this quantity predictions both for the spin-0 [45] as well as for the spin-1
[39] Bose gas exist. The prediction for the polar phase has been computed in a Green’s
function approach first introduced by Beliaev [45, 46]. In [39] they found the condensate

fraction at T'=0 as

Ne 8 3
;—1 3\/7?\/71@0. (3.88)

Inserting the parameters that were chosen in this section results in a predicted condensate
fraction of n./n = 99.933 %. Setting the temperature to zero in the flow equations im-
plies dropping all Bose-Einstein distributions. Taking these flow equations, one can also
compute the condensate fraction in the polar phase using our WRG approach and obtains
ne/n = 99.931 %. Hence, we are able to replicate the predicted fraction to a sufficient ac-
curacy. Take note that the analysis has already been performed using the flow equations
without anomalous renormalization as we will later see that at 7' = 0 the anomalous flow
accounts for deviations on even smaller orders.

To conclude the discussion of the results of the spin-1 flow equations, it has been appar-
ent that anomalous renormalization plays a crucial role in computing reasonable physical
results. In [31] this has been resolved by restricting to nagA%, < 1 and thus restricting to
a regime where the linear contribution of the excitation modes becomes negligible. This
enables one to approximate the Bogoliubov mode with the thermal dispersion relation.
Such a procedure removes the IR divergences from the subsequent computation and yields
results that do not exhibit anomalous behavior anymore. In this thesis, however, we aim to
perform the explicit calculation to obtain flow equations for the four anomalous couplings
that are then included in our numerical procedure to resolve the problems pinpointed in

this section.

3.4 Fixed point analysis

Evaluating the fixed point of the flow equations in the symmetry-broken phase works
technically equivalent to the computation in Section 2.4. The temperature again flows to
large values and thus the dynamical scaling exponent is set to zero z = 0 to treat the
temperature as an parameter and absorbing the dimension in the anomalous couplings.
This again results in the replacement of the Bose-Einstein distribution by ng(¢) = (8¢)~!
and the scaling dimension of the four-point couplings being ¢ = 4 — d. The fixed point
of the quadratic Zeeman shift is at first again ¢* = 0 yielding three degenerate Zeeman

(4) _ (2)
1

states. At this fixed point the relation 47109(;(1)11 = p+ g7 can be used. As for the thermal
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flow equations we can start with the fixed point equation for 98?0-1:

() 4)
4 1) |9 29111 4 4 2 1) (2,an
0= egiit1 — 206101 gg? + 51;1% - o (géo)n (17 - 2) = nolipaoii ))] :

(3.89)

One directly reads off the fixed point of 9(()%_1 at zero. This is consistent with the thermal

phase where the spin-changing collision was also zero at the fixed point. Furthermore, it

has been numerically checked that for 9(()%_1 = 0 no real fixed points for the other couplings
were found. Employing this first fixed point value, we further determine g_(lzian) = 0 and
w =1+ gﬁ) resembling the thermal dispersion relation in the side modes. As the

spin-changing coupling 9(()%2)-1 is initially only depending on ¢, we will now set ¢] = 0

(2)

as well. Thus, we conclude couplings involving only c¢; like gﬁ are zero as well. Even
though decomposing the couplings in their spin-channel couplings is an approximation, its
applicability has been checked numerically at chemical potentials u < 1. The fixed point

equation for ¢y is determined using g((;é%)o and results in

c? 2c2
0=cco— -5 (5+2n+2u%) — =2 3.90
€co ﬁw3<+“+“) 5 (3.90)
For the chemical potential one finds the fixed point equation
0:2u—ﬁ<1+5u+2u2+u3)—2ﬂ(u+1) (3.91)
Buyg g

In the two equations above one also finds a Wilson-Fisher fixed point besides the Gaussian

fixed point at

=1, = (3.92)

p

3"
Here we already set € = 1 since the computation was not feasible otherwise. Even though
no e-expansion can be performed anymore, the fixed point ¢jj; can be kept small by tuning
the temperature to remain in a regime where perturbation theory is justified. Expanding

linearly around this fixed point yields the following linearized flow equations

5 4 6\ (s
al =18 o)) (3.93)
(560 37 -1 (500

The eigenvalues of the 2x2 matrix can be computed and inverting the largest one results

in the critical exponent v at the fixed point ¢* = 0 of the spin-1 Bose gas:

6

v=—— __ ~0.89. 3.94
1++/33 (3:94)
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For a thorough interpretation of this result, a more detailed study of the universality class
of the thermal phase transition in a degenerate spin-1 Bose gas is required.
Choosing a non-zero quadratic Zeeman shift implies that ¢ — oo and thus all Bose-Einstein
distributions of the Zeeman states m = 41 vanish. For the four-point coupling 9((343)-1 one
finds the fixed point equation

(4)

0 (4) 29[(;;2)-190000 (3 95)
= €o10-1 — — 5 2 - :
By

Assuming g[(ﬁ%)_l to be non-zero leads to a constraint between the chemical potential and
the four-point coupling 9((;(1)%)0‘ Inserting this into the fixed point equation of the chemical

potential
n 4
0= 2u— ggoﬁ)om (1450 + 21 + %) (3.96)

yields, in the case of d = 3, only two complex and one negative real solution. The complex
fixed points can be discarded right away and also the negative one cannot describe the
thermal transition as g > 0. Thus, we conclude that the coupling 9(()43)_1 must be zero,
which is also expected as this coupling represents the spin-spin interaction that vanishes
in the case of infinite quadratic Zeeman shift. Evaluating the equations for gﬁ)n and

4 .
9§121-1 yields
4 4 4 8
0= 6£7§1)11 - 9(()0)11980)1167% (1 +2u+ 2M2) ;
4 4 4 4
0= gty — 9(()0)119(()0)11w(1 +2p+ 2M2> : (3.97)
0

Here, we can directly read off the relation 29@1_1 = gﬁ)n at the fixed point. The other

two-point coupling can be approximated for large ¢ as gg) = ¢ and thus diverges as well.
As the infinite quadratic Zeeman shift effectively decouples the side modes from the m = 0

(4)

mode, there cannot be any scattering between them. This implies that 90?)11 vanishes and

hence also the couplings gﬁ)ll and 9@1-1- For the last four-point coupling g((fézjo, we find

the flow equation
4 4y @ 2
0= caho — Toonodeno G (5+2u+242). (3.98)

This can now be solved to find the Wilson-Fisher fixed point of the thermal phase transition
at large ¢q. Using (3.96) and (3.98) leads to the Wilson-Fisher fixed point

pr=1, cp=2p. (3.99)

The fixed point value is apparently three times the value we obtained at ¢* = 0 which is

related to the reduction from three Zeeman states to only one. We already inserted e = 1
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as we did not achieve to perform the proper e-expansion since the expression became too
lengthy. Thus, the results are directly expressed in d = 3 and the linear expansion around

this fixed point yields

5,u_2—3 op

o —
: 560 28 -1 (500

(3.100)

Diagonalizing the above matrix leads to two distinct eigenvalues where the largest one is

inverted to obtain the critical exponent v. Doing so results in

6
V= —————
3+ v33

This is the same result obtained from the spin-0 computation in the symmetry-broken

~ 0.686 . (3.101)

phase in [31] and is also very close to the exact result of v = 0.67 that is expected for an
O(2) universality class. The high precision can be explained by arguing that we performed
a 1-loop renormalization in quasi-particles. This means that also higher order diagrams

in real particles were implicitly taken into account thus resulting in a higher accuracy.
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Chapter 4

Anomalous Renormalization

This chapter is going to discuss the importance of anomalous renormalization that was al-
ready observed in the previous chapter. In Section 3.3 we found for several couplings clear
cut-off dependencies even though our setup has been chosen to yield cut-off independent
results. It has already been highlighted that these anomalies appear because the renor-
malization of the derivative terms 9, and V2 in the action were not taken into account.
For the corresponding anomalous couplings Z;; and Z,;, flow equations at 1-loop order

will be calculated in the course of this chapter.

4.1 Flow of anomalous couplings

Anomalous scaling appears due to the possible three-point couplings in the symmetry-
broken action. These terms allow for diagrams, see (3.21), with loop momentum that
depends on external momentum and thus renormalizes the anomalous couplings already
at 1-loop order. As in this chapter only the renormalization of Z,; and Z,; will be
analyzed, all terms proportional to 12 or ¥*? can be discarded in (3.22). Anomalous
couplings appearing in these anomalous field terms are a relic of breaking the symmetry
and are essentially related to anomalous couplings in 121*? terms that are neglected
anyway. Applying the explicit structure of the propagators in the normal phase (3.35)
that is Gyj(k) = 0;;Gi(k) and G3}'(k) = 0.;jGi(k) reduces the relevant expectation value
(3.22) to

1

~ 2
<(5<3><>> >0 .S Z: 405 (s (k) <g§,§;19§ilnck(k’)am(k —¥)
ijkm=—1 ook
k|<A<|K'|<Ao

3 3 3
+ 2080 (95 G (K Gon (K = k) + 0, G (k)G (K — k)
3) (3 3) (3
+ 2080980+ 9 CLOGR W~ B)). (@)
In the expression above one can show by inserting explicit values for the indices that
one only obtains a renormalization if i = j as the expectation value otherwise vanishes.

Therefore, no new anomalous couplings appear apart from those we neglected in the

anomalous field terms.
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Coupling changes

In order to cope with the dependence on external momentum in the propagators, we ap-
ply a Taylor expansion. This has already been done earlier but only to zeroth order, i.e.
neglecting the anomalous renormalization. As the previous chapter revealed the crucial ef-
fects of anomalous scaling, the propagators are now expanded around the loop momentum
up to first order in the Matsubara frequency and to second order in the momentum. Doing
so, also a linear term in the momentum k; appears as well as a mixed term w,k; which is
also linear in the momentum vector. They are both zero due to the momentum integration
and the quadratic dependence on momentum in the propagators [ dk; k;f(k?) = 0. This

is reasonable as no such terms appear in the action beforehand. Thus, the expansion is of

the form
dG;(k) k2 92Gy(k)
(L — (k) = Z N _J
Gi(k'—k)=Gi(K') — wn Do - + E_ Wi M 952 o (4.2)
= 7j=1 k=k
w ! k

both for the normal and anomalous propagators. The derivatives of the propagators
are abbreviated by G¥(k’) in w, and Qf 7(K") in k’JQ where an additional mass factor is
included in the latter definition to recover the single-particle energy in the expansion
later. If the order of the two momenta is inverted, only the sign in the linear term flips
Gi(k — k') = Gi(=K) + w,G¥(—K') + Z?:l %Qﬁj(—k"). Using this expansion, one can
evaluate the change corresponding to the anomalous couplings. After computing several
Matsubara sums between normal and expanded propagators, a flow equation can be found.
In doing so, we also need to introduce G;”*" and Qf % which are defined identically as their
normal counterparts but with respect to the anomalous propagators.

The change in the anomalous couplings Z, ; is read off in the action as the coefficient of
ex;1;. However, after the Taylor expansion only terms proportional to k:?@[);" 1, appear,
i.e. in momentum components, and must first be brought into the desired form. One
must take care of the explicit dependence on the index j of the expanded propagator
Qsj (k). But the propagators themselves only depend on the absolute value |k| and thus
the expanded propagators are indistinguishable for different indices j leading to equal
integrals over the loop momentum. Exemplary this is shown here using the combination
Ga(K )gl’ff (k") but works similarly for all combinations between normal and momentum-

expanded propagators:
3 1.2 3 7.2
MG g () = S FL N 6 )gh () = G, (k)GF (k' 43
Y oG G () = Y o GG () = o Y GG o). (43)
k/ j:1 j:1 k/ k/

In the second step one uses the independence from the index j as explained above; thus,
the momentum index in the expanded propagator can be chosen arbitrarily to 7 = 1.

Thereafter, the summation over j is performed trivially and results in the expected single-
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particle energy term. This enables us to read off the change terms for the spatial anomalous
couplings. Note that there remains an explicit dependence on one particular momentum
component in the expanded propagator that will be taken care of in the following.

In order to compute flow equations, both the Matsubara sums and the spherical momen-
tum integration have to be performed explicitly. Previously, the spherical integration was
trivial as propagators only depended on the absolute value |k|. This has changed regarding
the expanded propagator g{jl (k') in (4.3) where no straightforward spherical integration is
possible anymore. Nevertheless, the integral can be evaluated using d-dimensional spher-
ical coordinates. In these coordinates the first euclidean momentum component can be
decomposed into k] = |k’| cos(¢1) with ¢1 being the first of the d — 2 polar angles that,
together with the azimuthal angle ¢4_1 and the absolute value |k’|, make up the spher-
ical coordinate system. As the momentum-expanded propagator is a second derivative
and the propagator itself only depends on the absolute value, one can show that the ex-
panded propagator will be a function of |k| and the squared cosine cos?(¢1) leading to
Q,f“ (|k’ | ,cos2(gz$1)>. Due to this non-trivial spherical dependency, the integration will not
be performed after the Matsubara summations but prior to them by introducing an aux-
iliary function &% (k') that is the spherically integrated momentum-expanded propagator
and defined as

T 2T
BF () = /O déy ... ddy s /0 A6 |det(a) G (K] cos?(6)) . (4.4)

This 'propagator’ is by construction angularly independent and contains the Jacobian Jy

of a d-dimensional unit sphere

d—1

|det(Ja)| = T sin®*(éa—r) - (4.5)
k=2
In the later computation it will be revealed that the expanded propagators only linearly
depend on cos?(¢1) and thus only the following non-trivial spherical integral must be
computed

2 Sd

[T a1 ddas [ doun ldet(Ia)] cos*én) = . (4.6)

Together with the trivial spherical integral that yields the surface of a d-dimensional ball
Sg, this suffices to properly adapt to the spherical dependency and we can now write down
the explicit change in the four distinct anomalous couplings. First, the change of the two
temporal couplings Z;o and Z;; is worked out. For this, the propagators depending on

external momentum in (4.1) need to be replaced by their linear expansion in the Matsubara
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frequency. For Z. one obtains

aZo=2 Y (sohalhGabgy™ ) - 20i2iiGL(RIGE (—b)

k
A<]k|<Ap
+ Ga09600 (2Go (k)G (k) + 2G5° (k)G " (k) + 4G (k)G ™" (k) — Go (k)G (~F) )
+agiol (61 (g7 () + G (g7 (1) ) (47)

For the second temporal anomalous coupling Z 1, the change can be found as

dZ;1 =2i i (29%98?1(@“( )G (k) + GE (K)G2™ (k) + 26 (k)G (k)

A<|lf|<A0
+ 91109130 (4G1 (R) G5 " (k) + 2G1 (K)G5 (k) — Go(k)GY (—k) — G, (k)G5 (—k))
+ 2906 GoRIG (B)). (45)

Besides the temporal anomalous couplings, also the change in the spatial ones needs to
be determined by expanding to second order in momentum. The change will directly
be expressed in terms of the spherically integrated expanded propagators. For Z,( the

expectation value (4.1) yields

oo == 53 [ I K (sofhaits a0 8+ 220,61 90t
+ géo)ogéoé (2Go(k)BE (k) + 2G5™(k)BF™" (k) + 4G (k) B (k) + Go(k)BE(—F) )
+aglhalih (G (met + el ™v)) . (4.9
Apparently, the structure of this change is equal to the temporal anomalous coupling in
(4.7) that was presented previously as only the expanded propagators were replaced and

the prefactor changed. The same applies for the second spatial anomalous coupling Z, 1

that changes according to

2 Ao g 3) (3
o= = 55 [ (20t G0k
3 k,an
+ g%fog&%) (4G, (R)BE™ (k) + 2G1 (k)8 (k) + Go(k)BE(—k) + G (k)BF(—k) )
3 3 an k,an an k,an k,an

+ 201061 (G (R) B (k) + G (R)8} ™ (k) + 2G (k) &} <k>)) . (410)
All changes in the anomalous couplings have been expressed in terms of three-point cou-
plings so far but will later be replaced by two- and four-point couplings using the relations
(3.27) and (3.28). For explicit computations that can be implemented numerically, the

solutions of the appearing Matsubara sums are indispensable and will be evaluated in the

next section.
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Matsubara sums

At first, the appearing Matsubara sums containing the frequency-expanded propagator
GY(k) in (4.7) and (4.8) are determined. For this undertaking, the expanded propagators

themselves are necessary:

1
ZZ QW2 + w2

272 w
7 w2 + w2

T,a7"N

G (k) = (222 onGak) +iZra)

G (k) = G (k). (4.11)

Together with the auxiliary functions in (3.50), the Matsubara sums between a normal

and an expanded normal propagator can be computed using a computer algebra system:

1 222 N(l) N(3
z WLy — 4 (2) (2) b
B %; CalGr (k) =1 (ZT’b <Z:”’“6k * Yaa )  Zra (Zx7b€"‘ R >) Zz,bwg — 22 i

— iZpy(Znaer + 92 NG

(2)
a=b _Z(Z‘” ath + Joa )N<4) . (4.12)
272 \wq .

Again, one has to distinguish between the result for equal and unequal indices as both
cases appear in the changes for the anomalous couplings. In case of equal indices, a new

auxiliary function is introduced containing Bose-Einstein distributions up to third order
NW = 382n,(1 + ny) (1 + 2n,) . (4.13)

The same sum as above is needed but with reverse momentum as it appears in mode

elimination:

1 2, w2NG — NP
= E Wi k)= 4 (2) (2) m,b"a’ Y ab b
5 2 Ga(k)gb ( /ﬂ) = Z(Zr,b( z,a€k + Yod ) ZT,CL( z,b€k + b )) 72 _ Z72_7aw2

2
rb%a

_/iZTb( xa5k+gaa Na(
a=b (Zz a€k + gt(za))Nag) (4 14)
- 27, qw? ' '

Next, both propagators are replaced by their anomalous counterpart which yields a van-

ishing Matsubara sum for all index combinations

—ZG“ (k)G ™ (k) =0. (4.15)

Wn
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Finally, the sum between the normal propagator and the expanded anomalous propagator

is determined:

T,a
E Go(k)G ™ (k) = ! g bb (/\/b(g) — Qvabngﬁ))

22,2 — 72
asb zg(gaan) (wa/\/ W ZT,aNc§3))
YR | (4.16)

Inserting these sums in (4.7) and (4.8) yields the change for both temporal anomalous
couplings explicitly. Now we move on computing the Matsubara sums that are required
for the spatial anomalous couplings.

Besides the temporal anomalous couplings, for both spatial anomalous couplings the Mat-
subara sums appearing in (4.9) and (4.10) need to be calculated too. One again starts by

stating the momentum-expanded propagators

2
2 (Zga€ +g((1?1) 2
k5 (1. Zy k5 ( z,a€k @ 2 )
————— | 2G4 (k)| 8Z - — 97 3
9 (k) = ZZaw%er?{ ( )< “2M Z2 w2 + w? a ~ Yad vagy
g B Zoaert i) ]
“2M Z2 w2 + w? ’
(2))2
- an 274G (K k2 (Zuwatk +9 k?
gcllcma (k) ;0‘2(2)[ s ( 932a - lZC;) _ Zz7a€k‘ —gc(m) 2Zxa :| . (417)
ZTawn+w 2M ZTawn+w 2M

In this explicit notation it becomes clear how the auxiliary functions depend on one par-
ticular momentum component besides the absolute value. As argued, the index j can be
chosen arbitrarily and in case of j = 1 also the quadratic dependence on cos(¢;), which
has already been deduced, is apparent. For our purpose of evaluating the Matsubara
sums, the spherically integrated expanded propagators will be computed. It is clear that
the sole integration over the determinant of the Jacobian (4.5) yields the surface Sy of
a d-dimensional ball. If a cos?(¢;) is involved, we already mentioned the corresponding
integration (4.6) to evaluate the angular integrals. Applying these two integrals, the two
auxiliary functions &% (k) and &% (k) are

(2))2
SaZz.a Z 0k (Zw a€k + Goa ) Z. e
&F(k —_matre \oq (k z,a _ e 2m>
( ) Z%awr% + w2 |: ( )< d Zz aw% + w2 z,a€k — Yaa d
_ gZwatk Zaack + ght 1]
d  ZZawitwi 1
(2))2

254 75.aG (k) [ Za.a€ (Zx a€k + gaa) 7

k) = zath _ (@) _ gmatk
N Z:va 2 . 4.1
&, (k) Zzaw%—i—wz {8 d Zfaw%er? a€k — 9od y ] (4.18)
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Before the actual sums are evaluated, more shorthand notations need to be introduced
besides the already familiar ones in (3.50) and (4.13):

NO) = B3n,(1 + ng) (1 + 6ng + 6n2)
oy = 2202~ 22,7
Ya = Zx,aﬁk + g((l%) . (419)

For the Matsubara sum between a normal propagator and a momentum-expanded normal

propagator we evaluate the sum and obtain

1 k o 2Z:p,bSd
B ;Ga(k)ﬁb (k:) - anb

87 ,kaZ?- 2
(Zm (gchab +dyp + ZZx,b€k> (ZT,a’Ya% + ZT,bwg)
a

dQqp 1
+ % <4Zx,b6k;23,a% + 2“ ))Néb) + <2Zx,b6kZT,b’Ya% (2%? - wf)

®3)

Zo b€tV (2 o 2 9 o dVp + 22 pey, 2\ M
- <Qab (ZT,waL + 3ZT,aWb> +wp 2) (Zr,b’Ya% + Z‘I‘,awb) 7yt

Zs b€k 2\ Ar(4)
=+ 7273 Z7-7b’7a’)/b + Znawb '/V’b . (420)
25 o Wp ( )

As the Matsubara summations for the spatial anomalous couplings turn out to be very
lengthy even when using the shorthand notations, the result for equal indices is always
presented separately. Conversely, the above result only applies for a # b. For equal indices

we compute

(4)
53000 = | (o2 ) (o) i) 5
2 _ A2

Z.Z’ a 2
Ta (2Zm7aek (wg — 1072) + 3d’yaw2>./\f(§3) 4 Zzatka (wg + 73)1\/(55)] . (4.21)

+ w
42 322,

Between the normal propagator and the expanded normal propagator the Matsubara sum

with reverse momentum has to be considered as well. For unequal indices we obtain

53 CalbBh(—H) = =k

dQ)
(% <4Zx,b€kZ3,a'Yb + ab)

2

8ZI7b€k Zg,a’be

+Zm( o
a

+dvp + QZx,bek) (Zf,a%% - Zr,bwg)>/\/'£)

Zbekz dvp + 272 p€p,

o (- (B0 (208 4822 08) + 2NN (7, 3y 2, )
Qab ’ ’ 2

NG

ZypekVp
+ 2722 b€k ZrpVa Vb (2%? - WZ)) ZTZ%; + ZxQ bwgb
b T,

(Zr,b’Ya’Yb - ZT,QW[?)/V})(ZL)] . (422)
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This sum also appears with equal indices and can be computed to be

1 ZpaS NP
E%;Ga(k:)@’;(— =7 wd4 [(QZx,aek(l()va 77 w —-—w ) + dry,w (w2 — 372>)

T,a”"a

N(4)
+ (2Zraen (10— 202+ ) + v (w2 = 22) ) 15

4ZT,awa
5
)2
iz,

+ Zoaexr2 (72 - (4.23)

Still utilizing the normal propagator, the Matsubara sum together with an expanded
anomalous propagator is of interest and results in

k an QZm bSd’Yag( =n)
52 Z Go(k)By™ (k) = b

ZovenZ2 ~2
-7, <8M Fdyy+ 2Zx7bek>Né;)

anb Qab

Zy dyy + 27 Nz

+ < QbEk'Yb (422 3Qab) + Y + 5 1‘,b€k‘> b2 _ o bEk’Yb N (4‘24)
abwb Wy T bwb
Using equal indices yields
Z Sd7 g(CZLtlan) 52, a€k72 d7a + 274 q¢k

G k an _ z,a a 7 ( ) a_ 3 ) ) (3)

5 Guholnh) = - 2 (2 A
e + 27, @z
* <2233 a€kYa — W L x7a6k> A S o4 Na (4.25)
’ 4 Wa 324

Finally, the sum between an anomalous propagator and an expanded anomalous propaga-
tor is missing which is computed as

27, bSdg(gaan)g(Eban)

dQap

an kan
52 Z G2 (k)& (k) = o

Z bEkZQ 2
Zf_,a<8x’ a4 oy + 27, e, | N

0
Zy d 27 Ly
- <bmb (422 07 — 30) + T2 ””"”)Nb + be“”/\f (4.26)

Qabwb 2 wg Zrpw

This enumeration of Matsubara sums is completed with the previous result for equal
indices

1 an k,an Zy ang(2 an)g(gaan) 5Zm,a€k72 d%z + 2Z:p,a6k (3)
3 ; G (k)skan (k) = 173 ot Zra 2 3 1 NS

Do + 2Zgaer \ N | Z
+ (2217(16](73 —w? Ja +4 Iﬂek) (5 + ;’gk%/\/‘a (4.27)
a T,a

As aforementioned, these sums can now be used to express the change in the spatial

anomalous couplings in terms of the relevant two- and four-point couplings of the system.
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Having both changes explicitly, enables us to work out the flow equations for the anomalous

couplings.

Flow equations

Using the Matsubara sums of the section above and the change for all four anomalous
couplings in (4.7), (4.8), (4.9) and (4.10), the final flow equations can be determined. As
the anomalous couplings are rescaled to one, no rescaling is needed and flow equations for
the new couplings after mode elimination are computed. In the following flow equations
the left hand side is expressed in terms of new couplings that are not rescaled whereas the
right hand side is in its rescaled dimensionless form. Throughout the computation one
can check that rescaling the right hand side leads to the emergence of one additional Zf,a

or Zx<7a factor respectively. Thus, we find as flow equations
8[ In Z’r<,a = 81 dZT’a 5 al In Zx<,a = 81 de,a . (428)

From the definitions of the anomalous dimensions 7; in (3.67), we infer the equality with
the change in the spatial anomalous couplings. Having found the above anomalous flow
equations, the previously neglected anomalous dimensions and flow of the dynamical scal-
ing exponent z must now be taken into account. Due to the elongate results for the
Matsubara sums, we relinquish presenting the flow equations in their explicit form here
but they could be obtained by inserting the Matsubara sums in the coupling changes.
To assess the outcome of these modified flow equations, similar plots as in the previous

chapter will be presented in the subsequent section.

4.2 Results

In this section the results of the flow equations in the polar phase are presented including
the effect of anomalous renormalization in the derivative terms &, and V2. The plots are

done for ?*Na at a quadratic Zeeman shift ¢ /h = 10 Hz and a total density n = 10! m~3

as
in the previous chapter. In general, the computation works similarly as before. One starts
with computing an appropriate initial density for every temperature such that the flow
arrives at the demanded macroscopic density. Furthermore, our cut-off independent setup
of the initial couplings is kept as it does not need to be modified because in the vacuum
flow equations no anomalous renormalization is present at 1-loop order. We choose the
same three different cut-offs to assess whether our flow equations yield cut-off independent
results.

When evaluating the flow equations numerically, one sets again a maximal flow parameter
Imax = 15 at which the evolution is stopped. However, when anomalous scaling is included

the flow runs into singularities already at flow parameters on the order of [ ~ 9 and must
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Figure 4.1: The chemical potential p (solid) and the generalized two-point coupling gﬁ)

(dashed) for 23Na in the polar phase including anomalous renormalization
at a quadratic Zeeman shift of ¢/h = 10 Hz are plotted against temperature.
The total density is chosen at n = 10 m™3 and the corresponding critical
temperature is depicted too. Both couplings are displayed for three different
UV cut-offs: Ag =agy* (blue), Ag = 0.5a;5" (red), Ag = 1.3ay " (green).

therefore be aborted. It is expected that these singularities are caused by the convergence
to zero of the anomalous coupling Z, o; however, this could not be fully explained so far.
Also, the inconsistent inclusion of anomalous couplings to first order in the frequency but
to second order in momentum could be responsible. This issue will be discussed later in
greater detail. For the being, it is important to mention that in the following plots the
equations are always evolved as far as possible without reaching the singularity. This
implies a temperature-dependent maximal flow parameter that is only a technical feature
as we expect the outcomes to be convergent towards a physical value.

In Figure 4.1, both the chemical potential and the generalized two-point coupling gﬁ) are
plotted against temperature for three different cut-offs, i.e. Ag = ay L (blue), Ag = 0.5 agy !
(red), Ag = 1.3ay" (green), at the chosen parameters. For the chemical potential we ob-
serve that it approaches its mean-field value for low temperatures whereas after a slowly
descending regime at intermediate temperatures it drops to zero at the critical tempera-
ture. This corresponds to the expected behavior that was already mentioned in Section 3.3.
Besides the improved behavior, we furthermore observe cut-off independent results since
no distinct lines for the chemical potential are visible anymore. This confirms the as-
sumption that the anomalous behavior previously was caused by the neglect of anomalous

renormalization that is apparently crucial within the condensed phase. Regarding the
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Figure 4.2: The generalized four-point coupling 9(()4(1)%)0 for *Na in the polar phase includ-

ing anomalous renormalization at a quadratic Zeeman shift of ¢/h = 10Hz
is plotted against temperature. The total density is chosen at n = 10 m™3
and the corresponding critical temperature is depicted too. For comparison,
the coupling is normalized with its mean-field value gé‘é)oo,MF. The coupling

is displayed for three different UV cut-offs: Ag = ag* (blue), Ag = 0.5a, "
(red), Ag = 1.3ay " (green).

coupling gg), we recover the same behavior as previously. This was expected as already
without anomalous renormalization we obtained a cut-off independent result that did not
exhibit any signs of anomalous behavior. Furthermore, the coupling is dominated by the
chosen quadratic Zeeman shift because for 2>Na ¢g > ¢; and thus the initial value at zero
quadratic Zeeman shift is on the order of ~ 1% of the initial chemical potential. Close to
the critical temperature, the coupling approaches the quadratic Zeeman shift as has been
already found previously.

The same cut-off independent result is obtained for the four-point coupling 9(()?)2)0 in Fig-
ure 4.2. Again, we observe only one distinct line for the three different cut-offs that were
chosen. Compared to the result presented in Figure 3.4, we furthermore achieved a drop
to zero in the coupling at the critical temperature. This drop has already been motivated
but could not be observed without the inclusion of anomalous renormalization. Take note,
that the endpoint of the curve for 9(()4(1)2)0 has no physical meaning but marks up to which
temperature the flow equations were investigated. As they approach a singularity when
approaching criticality, the computations could only be performed in the vicinity of the
critical temperature. By introducing an explicit flow equation for 9(()4(1))11 that is read off

directly in the expectation value (3.20), one obtains an approximate flow equation for this
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Figure 4.3: The generalized four-point couplings 9(()%2)_1 (dashed, short), gﬁ)u (solid) and

9@1-1 (dashed, long) are plotted against temperature for 2Na in the polar
phase including anomalous renormalization at a quadratic Zeeman shift of
q/h = 10Hz. The total density is chosen at n = 10! m~3 and the corre-
sponding critical temperature is depicted too. For comparison, the couplings
are normalized with their mean-field values gi(ﬁl’MF. The couplings are dis-

played for three different UV cut-offs: Ag = ay* (blue), Ag = 0.5a5" (red),
Ao =1.3ay" (green).

coupling instead of computing it through its relation to both two-point couplings. This
alternative setup lacks the singularity at the critical temperature but results in compara-
ble plots with numerically more stable values close to criticality.

The other three four-point couplings g((é%_l, gﬁ)n and gﬁ% 1.1 are depicted in Figure 4.3.
We clearly find cut-off independent behavior for these couplings as well, showing that our
cut-off independent setup is actually applicable if anomalous renormalization is taken into
account. For the two four-point couplings that are not directly affected by the introduc-
tion of a condensate, we find strictly positive results in contrast to the approach without
anomalous renormalization. The slight offset of 95?1-1 can be explained through the dif-
ferent initial value where the spin-spin coupling ¢; is subtracted and not added. For the
spin-spin interactions, the scattering potential between equal particles with equal m = +1
is repulsive whereas for opposite magnetic quantum numbers it becomes attractive. It
is further observed that all three couplings approach a fixed value, i.e. a fixed fraction
compared to their mean-field value, at criticality. All three couplings describe interactions
that can occur due to spin-spin interactions; thus, the equality of the fixed value is un-

derstood. However, the underlying reason why only spin-spin interactions dominate the
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Figure 4.4: The spatial anomalous couplings Z, o (dashed, short) and Z,; (dotted) as
well as the temporal anomalous couplings Z, o (solid) and Z,; (dashed, long)
are plotted against temperature for ?Na in the polar phase including anoma-
lous renormalization at a quadratic Zeeman shift of ¢/h = 10 Hz. The total
density is chosen at n = 10'Y m~3 and the corresponding critical temperature
is depicted too. The couplings are displayed for three different UV cut-offs:
Ao = ag’ (blue), Ag = 0.5a5" (red), Ag = 1.3a5" (green).

system at the critical temperature is not fully understood yet.

For the condensate density and the total density one observes cut-off independent results
as we had already seen when anomalous renormalization has been neglected. We suggested
earlier that the condensate density is not affected by anomalous renormalization as can be
verified now. The change in density due to anomalous scaling is below ~ 1% compared
to previous results. This reassures our computation of the condensate depletion without
anomalous renormalization.

In contrast to the previous computations without flow in the anomalous couplings, we can
now investigate the changed anomalous couplings in Figure 4.4. At first, we note that all
anomalous couplings yield cut-off independent results as expected within our approach.
For the spatial coupling Z, 1 and the temporal coupling Z; 1, only small deviations from
the initial value, which is one, are observed. This is sensible as the condensate only resides
in the m = 0 state and thus the side modes are not directly affected by the condensate. The
spatial anomalous couplings remain constant over temperature and can be further rescaled
to one by using the dynamical scaling exponent. The spatial coupling Z; ¢ exhibits a strong
decrease towards zero in the course of the renormalization and is thus suspected to cause

the singularities that arise in the flow equations. If one computes the coupling for flow
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Figure 4.5: The four-point coupling 9((3?))()0 is plotted against temperature for **Na in

the polar phase including anomalous renormalization at a quadratic Zeeman
shift of ¢/h = 10Hz and a cut-off Ag = aal. The total density is chosen
at n = 10" m~3 and the corresponding critical temperature is depicted too.
For comparison, the coupling is normalized with its mean-field value 9((;(1))00 MF-
The coupling is displayed for four different flow parameters indicated by
0 = lmax — | with [y being the maximal flow parameter at which the
singularity is reached: 6 = 0.00001 (blue), 6 = 0.1 (red), § = 0.5 (green),
0 =1 (orange). The subplot, rescaled with Z, ¢ which is chosen according to
the corresponding ¢, displays the same results.

parameters smaller than the maximal flow parameter that is reached at the singularity,
one observes that the drop towards zero only occurs in the vicinity of the maximal flow
parameter. For smaller flow parameters this anomalous coupling also remains at the or-
der of the initial value. Both temporal anomalous couplings yield temperature-dependent
results, especially the coupling Z; increases for small temperatures towards a plateau at
intermediate temperatures before another increase in the vicinity of criticality.

Take note that the plotted anomalous couplings are the results after mode elimination as
they get rescaled to one which implicitly defines the dynamical scaling exponent z. Previ-
ously this value was z = 2 and is now expected to flow as well, according to (2.15) where
a small numerical offset had to be introduced to avoid the singularity occurring for [ = 0.
We observe an increase up to z =~ 2.4 for all three cut-offs. However, this result contradicts
our expectation of a dynamical scaling exponent of z = 0 for large temperatures. When
the fixed points of the flow equations were investigated in Section 2.4 and 3.4 it was ar-

gued that the dynamical scaling exponent must acquire this value to obtain sensible fixed
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points. Thus, we expect that this feature should be incorporated by the flow equations but
it could not be observed employing the calculated equations including anomalous scaling.
Besides this inconsistency, we plotted the four-point coupling 9(()?)2)0 again in Figure 4.5 but
now for fixed cut-off Ag = ag U and varying flow parameter [. As we already discussed the
time-dependent maximal flow parameter l,.x at which the singularity in the flow equa-
tions is reached, we introduce the parameter 6 = [, — [ that defines how far ahead of
the singularity the evolution of the flow is aborted. Then, the coupling is plotted for four
such § parameters and we find four distinct curves. When anomalous renormalization was
neglected, the flow did not run into singularities and when plotting the results for different
flow parameters a convergence towards the ultimate physical value was observed. This
expectation of a converging result could not be achieved including anomalous scaling as
becomes clear in Figure 4.5. One can either question the expectation of convergence itself
as close to a singularity convergence is by no means a typical expectation. Or one multi-
plies the coupling with the anomalous coupling Z, ¢ which is chosen at the corresponding
flow parameters and observes improved convergence as is depicted in the subplot. This
procedure has no direct physical motivation; however, it is reminiscent of the discussion
of the flow equations without anomalous scaling where we also multiplied with the cut-off
parameter to achieve overlapping results. This was interpreted as the effect of anomalous
scaling; thus, we can now interpret this observation as further influence of higher order
anomalous couplings that were not taken into account. Such an interpretation is backed
firstly by the inconsistency in the inclusion of anomalous couplings were we only consid-
ered first order derivative terms in complex time but second order derivatives in the spatial
coordinates. The inclusion of the anomalous couplings corresponding to the term {92y
could improve the convergence behavior. Secondly, one can consult results from func-
tional renormalization group theory, where the relevance of the second time derivative for
criticality is highlighted [47]. Ultimately, our approach remains a 1-loop perturbative ap-
proximation that exhibits flaws compared to more sophisticated approaches like functional

and numerical ones.
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Chapter 5

Conclusion

This chapter concludes this thesis by giving a summary of the obtained results and ends
with an outlook on further possible subjects of research. As we aimed at describing the
ultracold free spin-1 Bose gas using renormalization methods, the spin-1 Hamiltonian was
derived first to pinpoint the richer interactions through the spin-spin interactions com-
pared to the simple spin-0 model. The mean-field phase diagram that this Hamiltonian
infers has been presented in order to show the variety of condensed phases that can be
found in a spin-1 gas. This derivation was already performed in terms of generalized cou-
plings that proved useful later when actual WRG computations were performed.

In Chapter 2 the Wilsonian renormalization group has been introduced that enabled us
to derive an effective field theory by computing flow equations. In this thesis all computa-
tions were performed in a 1-loop perturbative approximation which for the thermal phase
of the spin-1 Bose gas did not contain any anomalous renormalization. The flow equations
within this thermal phase were computed explicitly in order to get acquainted with the
concept of WRG and to analyze the Wilson-Fisher fixed point of these flow equations.
When the e-expansion around the relevant fixed point was computed explicitly, one had
to distinguish between the two possible fixed points of the quadratic Zeeman shift: ¢* =0
and ¢* = oco. In the first case, the three Zeeman states were energetically degenerate and
we obtained a critical exponent v = 0.64 in three dimensions. In contrast, the latter fixed
point of the quadratic Zeeman shift raised the side modes to infinity and thus we recovered
the spin-0 Bose gas flow equations for which we derived the critical exponent v = 0.6 that
has already been found in [23]. Further discussion of the thermal flow equations was not
presented as the focus of this thesis was on the thermal phase transition for which the flow
equations within the symmetry-broken phase were indispensable.

As flow equations are not able to break symmetries, we broke them manually in Chapter 3
to compute a set of flow equations for all generalized couplings in the polar phase. This
phase was chosen as it is, together with the ferromagnetic phase, the technically least
demanding to compute. Furthermore, it is of particular interest as for positive quadratic
Zeeman shifts a quantum phase transition to the easy-plane phase can be observed if the
spin-spin coupling is negative. After the symmetry has been broken, the computations were
carried out following the same steps as in the previous chapter; however, new interactions
such as anomalous interactions proportional to 12 and ¥*? terms as well as three-point
interactions emerged that corresponded to interactions between condensed and thermal
particles. In (3.16) we found new terms that renormalized the one-point coupling that had
to vanish to ensure a proper distinction between the thermal field with vanishing expecta-
tion value and the condensate. These emerging terms after mode elimination accounted

for the renormalization of the condensate density and were taken care of by expanding
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around a new expectation value of the field. As the symmetry breaking introduced several
relations between two- and four-point couplings via the condensate density, all four-point
couplings besides gﬁ)n and gﬁ?l_l were straightforwardly computed using these relations
as had been already done for the spin-0 case in [31]. The two mentioned couplings that
were not computed using two-point couplings were not affected by breaking the symmetry
and thus directly read off at fourth order in the fields. Throughout this computation, we
already included the anomalous couplings as we realized in (3.21) that in the polar phase
anomalous renormalization already occurs at 1-loop order due to three-point interactions.
With the obtained flow equations, we checked that both the Hugenholtz-Pines theorem
that guarantees a gap-less excitation mode as well as the analytic transition to the thermal
phase in the sense of equal couplings and equal flow equations at the critical point were
fulfilled.

For the subsequent evaluation of the flow equations without anomalous renormalization
the flow for the total particle density has also been derived. The flow equations were
analyzed for 23Na at a quadratic Zeeman shift of ¢/h = 10 Hz because sodium has positive
initial spin-spin coupling and thus resides only in the polar phase according to the mean-
field phase diagram. In the course of our computations, the action had to be regularized
by introducing a UV cut-off Ay that, however, had no physical implications. Thus, we had
to initialize our flow equations such that they yield cut-off independent results by choosing
cut-off dependent initial couplings. They were chosen such that they flow in the thermal
vacuum to the experimental results for the scattering lengths. Furthermore, we set a total
particle density that had to be understood as a macroscopic quantity and thus had to
be the outcome of the evolution of the flow equations. Therefore, for all temperatures a
corresponding initial density was computed to arrive at the desired density.

By investigating the critical degeneracy parameter, we recovered approximately the critical
temperature for the non-interacting spin-1 Bose gas at ¢ = 0 and for the non-interacting
spin-0 Bose gas for large external fields. This reassured our previous fixed point discus-
sion and furthermore exhibited cut-off independent results for small chemical potentials
as desired. The observed shift towards larger critical temperature was also consistent with
preliminary results; however, the predicted order of magnitude could not be reproduced.
In the subsequent analysis of the couplings that were obtained from the flow equations, we
however realized that for several couplings cut-off dependent results were obtained. This
was explained through anomalous scaling that had been discarded in these plots even
though it is present in the polar phase. For the condensate density we found a continuous
decrease towards the critical temperature that exhibited the same qualitative behavior as
the non-interacting prediction. Additionally, also the condensate depletion at T = 0 was
computed and found to be in good agreement with theoretical predictions.

The fixed point analysis of the symmetry-broken flow equations resulted in a new critical
exponent v = 0.89 for the case of three degenerate Zeeman states at vanishing external
field and v = 0.69 in case of infinite quadratic Zeeman shift. The latter exponent was the

one found in a WRG analysis of the spin-0 Bose gas in the symmetry-broken phase [31].

102



Due to our observation of anomalous scaling in the symmetry-broken flow equations with-
out the anomalous couplings, we proceeded with the explicit computation of flow equations
for the four relevant anomalous couplings in the polar phase in Chapter 4. Doing so, we
expanded the dependencies on external momentum in the appearing propagators to first
order in the Matsubara frequency and to second order in the momentum. After reading off
the changes in the relevant couplings, one had to solve the Matsubara sums and ultimately
obtained the flow equations. They then came again under scrutiny and we found cut-off
independent results for all couplings that are present in the spin-1 Bose gas. We thus con-
firmed our assumption that the cut-off dependencies that had been observed previously
were caused by anomalous scaling. This result came, however, with the drawback that
our flow equations ran into singularities and could not be evolved up to the demanded
maximal flow parameter. As a consequence, we only evolved up to the maximal possible
flow parameters which were sufficiently large to obtain meaningful results. These singular-
ities, however, also gave rise to lacking convergence in the couplings before reaching the
singularity. It has been suggested that this is caused by the inconsistency of neglecting the
second derivative in complex time that also defines two anomalous couplings. However,
no further attempt has been undertaken to include these couplings in our flow equations
and were left for future investigations.

For the relevant couplings that were observed, we found the expected behavior such as
convergences to zero or the quadratic Zeeman shift at the critical temperature and small
deviations from mean-field results for temperatures far below criticality. Unfortunately,
we did not observe the decrease in the dynamical scaling exponent from two to zero as we
expected but rather an increase that could not be explained so far and might be a relic of
missing anomalous couplings.

To summarize, we constructed two sets of flow equations in the thermal and the polar
phase of a spin-1 Bose gas to describe the thermal phase transition in a cut-off inde-
pendent manner. By checking certain benchmarks we found that our approach is able
to qualitatively describe the phase transition and can also make quantitative predictions
concerning the condensate depletion and the critical exponents. However, one has to ac-
knowledge that a perturbative 1-loop approach is not as sophisticated as Monte-Carlo
simulations or functional renormalization group but still results in meaningful predictions
especially in the symmetry-broken phase. As the renormalization is performed at 1-loop
order in quasi-particles in the polar phase, our computations actually contain a larger set
of Feynman diagrams resulting in an increased accuracy.

The scheme presented in this thesis can be, from a technical stance, easily be extended
to the other three ground states of the spin-1 Bose gas. This is of particular interest
not only to describe other thermal phase transitions but also to examine quantum phase
transitions between the condensed phases themselves. Especially the transition between
the easy-plane and the polar phase is of interest as in experiments quenches are already
performed through this transition [37]. Besides more accurate predictions for the T = 0

phase diagram, the thermal phase transition between the condensed phases can also be
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observed as indicated in [36]. Having presented results for spin-1 Bose gases here, one
can of course perform these computations for spin-0 gases as in [31] and in higher spins.
For spin-0 the flow equations for the anomalous couplings have been computed and sim-
ilar results as in the spin-1 gas were observed, therefore they were not presented in this
thesis. Higher spin computations, flow equations up to 2-loop order or the inclusion of
linear Zeeman effect p will, however, be technically very demanding and its benefit should
be assessed beforehand. For the resolution of the lacking convergence and the singularity
in the anomalous flow equations one could expand the propagator up to second order in
the Matsubara frequency to include these couplings as well. Before this is done for the
spin-1 gas, it is recommendable to carry out these computations for the spin-0 gas first
to validate or refute the suggestion that the extra anomalous couplings could resolve the
flaws of the anomalous flow equations.

Additionally to the extension of the WRG computations mentioned above, the spin-1 sys-
tem could also be implemented in a functional renormalization scheme as it has been done
for the spin-0 gas in [48-50] or in further non-perturbative approaches as in [51]. This is
of particular interest as [47] claims that for d < 3 perturbative approaches do not suffice
to properly describe critical behavior and rather a non-perturbative approach must be
employed. Besides these analytic approaches, also numerical methods like Monte-Carlo
simulations could be used to survey the predictions made in this thesis. For spin-0 Bose
gases Monte-Carlo methods have already been used to describe, e.g. trapped bosons [52]
or the shift in critical temperature [53]. Eventually, precise experiments will review the
predictions and claims stated here and give further insights in the physics of spin-1 Bose

gases.
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