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Dynamic eines eindimensionalen zweikomponentigen Bose-Gases nach
plotzlicher Parameterinderung in die Ndhe von kritischen Verhaltens:

Wir untersuchen die Echtzeitdynamik eines zwei-komponentigen Bose-Gases nach
einer plotzlichen Anderung der Kopplungsparameter in die Nihe eines quantenkri-
tischen Punktes unter Verwendung analytischer Techniken basierend auf Effektiven
Wirkungen. Die relativen Freiheitsgrade des Systems bilden ein Quasispin-1/2 Mo-
dell. Dieses zeigt im Zentralfeld-Limit einen Quanten-Phaseniibergang zwischen
einer paramagnetischen und einer ferromagnetischen Phase. Fiir das Ausgangs-
modell entspricht dies einem Ubergang von einem Zustand in welchem beide
Teilchensorten gemischt vorliegen in einen entmischten, phasenseparierten Zustand.
Betrachtet wird dieser Ubergang in einem dynamischen Kontext: Zuniichst im
Grundzustand fir Parameter weit entfernt vom kritischen Punkt, werden diese
plotzlich auf Werte Nahe am kritischen Punkt verdndert. Die Zeitentwicklung
hieraus resultierender Spinfluktuationen wird untersucht. In dem hier betrachteten
eindimensionalen System sollte die durch die Parameterverinderung zugefiihrte
Energie zu einer nicht-verschwindenden Energie-Liicke und im Zuge dessen zu
einer endlichen Korrelationslédnge fiihren. Dies wird hier in einer 1/A-Naherung in
fiihrender Ordnung sichtbar. Die analytischen Resultate werden mit bestehenden
numerischen Simulationen verglichen und zeigen grofe Ahnlichkeit bei Anpassung
von nur einem weiteren Parameter neben einer Amplituden-Skalierung.

Dynamics of a One-Dimensional Two-Component Bose Gas Quenched
to Criticality:

We study the dynamics of a two-component Bose gas after a parameter quench into
the proximity of a quantum critical point using analytical, real-time effective-action
techniques. The relative degrees of freedom within the system can be described
by a quasi-spin 1/2 model. This model is subject to a mean-field paramagnetic to
ferromagnetic quantum phase transition. For the full model this corresponds to a
transition from a miscible to an immiscible phase. The transition is investigated
in a dynamical setup: The initial state is the ground-state configuration far away
from criticality. Following a sudden quench to criticality the time evolution of
the emerging spin fluctuations is analysed. In the one-dimensional system under
investigation, the non-vanishing energy introduced by the quench leads to a finite
correlation length during the induced time evolution. The finite critical correlation
length is determined within a leading-order /& approximation. The obtained
analytical results are compared with Truncated-Wigner numerical simulations and
show good agreement with only one fit-parameter besides an overall amplitude.
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1 Introduction

Understanding many body dynamics means understanding few effective quantities
describing the macroscopic i.e. collectively emergent properties. The huge number
of microscopic degrees of freedom as e. g. individual particle positions is in general
neither treatable nor measurable. This raises the question how an emergent theory,
effectively describing a system on large scales, can be classified. And how this
classification relates to the underlying microscopic theory.

It is well-understood how this can be done close to continuous (or second order)
phase transitions, in thermal equilibrium. Physical systems close to criticality, that
is, close to the critical point where the transition occurs, can be described by a small
number of parameters: As observed experimentally at first, the systems become scale
invariant |Fisher, 1967; Kadanoff et al., 1967; Polyakov, 1970]. This mean zooming in
or out, i. e. changing the spatial scale, does not alter the picture seen. This additional
symmetry heavily constraints the system.

A classification can then be achieved using universality-classes [Hohenberg and
Halperin, 1977|, depending on the symmetries and dimensionality of the microscopic
theory only. Each of these classes universally describes many different physical
systems near criticality (e.g. magnetic systems of different materials [Stanley, 1999]).

Classifying thermal systems near criticality seems like a very special choice. One
might wonder what happens in a more general context. Actually there is well-known
example where universality plays a role also out of thermal equilibrium, namely
thermalization itself: For very different initial conditions, systems approach, on large
timescales, the same equilibrium state, see e.g. [Berges and Cox, 2001].

An important concept to understand this approach to thermal equilibrium is
prethermalization |Berges, Borsanyi, and Wetterich, 2004||Langen et al., 2016]. It
is motivated by the experimental observation that bulk-quantities (like energy-
density) and equations of state reach their equilibrium values surprisingly fast for
example in heavy ion-collisions [Serreau, 2003]. This is attributed to the system-state
approaching a universal trajectory after an initial dephasing of quasi-particles.

Closely related to prethermalization is the idea of non-thermal fixed-points (NTFP)



[Berges et al., 2008; Berges and Mesterhazy, 2012]. It assumes that ensemble-states in
their real-time flow are attracted to fixed-points similar to RG-flows being attracted
by RG-fixed-points [Wilson and Fisher, 1972; Fisher, 1974]. This implies for example
self-similarity, as close to second order phase transitions, when simultaneously rescaled
in absolute time [neiro Orioli et al., 2015]. As for the question of classifications,
remarkably, this opens up the possibility to generalize of the concept of universality

classes to such, non-thermal, systems [e. g. Berges and Mesterhazy, 2012].

The predicted phenomenon of temporal scaling is actually known to occur in
coarsening dynamics [Bray, 2002]. These are observed after dynamically cross-
ing a phase-transition. This, and the known scaling behavior near criticality in
thermal-equilibrium makes quenches across or into the proximity phase-transitions

an interesting candidate for eventually studying non-thermal fixed-points.

Among the available experimental systems, cold atomic gases offer an unprece-
dented degree of control over parameters and initial conditions while realizing almost
perfectly isolated quantum systems [Bloch et al., 2008; Kinoshita et al., 2006]. The
progress in experimental techniques on this field also requires theoretical investigation

to understand experimental results and proceed in interesting directions.

Analytic treatments of such setups are difficult. Quantum effective actions, in
combination with non-perturbative !/x;-expansions, where A is the number of field
components have proven especially successful in this context. For a review see e. g.
[Berges and Serreau, 2003, 2004]. These techniques will also be explained in more

detail in chapter 2 of the main text.

The system under investigation in this thesis is a two-component Bose-gas, a
non-relativistic system of two different bosonic particle species. It is considered in a
quasi one-dimensional setup. If the interactions included are not O(N')-symmetric
and a mixing-term, inter-converting particle-species, is added, a miscible and an
immiscible phase can be observed (see also chapter 3). The parameters considered
here have been realized experimentally by Nicklas et al. [2015] and were studied
numerically by Karl [2016], finding scaling behavior after a parameter-quench close
to criticality.

An important peculiarity of one-dimensional systems is the absence of long-range
order at finite temperature. Far-from-equilibrium dynamics however, happen far
from the ground-state, which would be the zero-temperature configuration. Therefore
a crossover rather than a phase-transition is expected. The behavior observed in

the numerical treatment by Karl [2016] indicates such crossover dynamics close to



the critical point. This deviation from critical behavior is not encompassed by a
usual Bogoliubov-treatment as performed for example by Nicklas et al. [2015], whose
experimental results range to just about where the different behavior seems to set in.

The major goal of this thesis is to provide a better understanding of these deviations
and their origins. To this end, an effective action approach, namely a two-particle-
irreducible (2 PI) action, is used in a !/nv-leading order approximation (chapter 4).
From the set of equations obtained thereby, energy-gaps of excitations are studied.
The results reveal both a shift of the critical point away from its mean-field value and
an “effective mass”, preventing divergencies as they would occur in a phase-transition
other than at a cross-over (chapter 5).

Finally the numerical results [Karl, 2016] can be well reproduced by adjusting only
one parameter, related to the “effective mass”, and an overall amplitude (chapter 6).
An interpretation of the results for the non-trivial fit-parameter is given, based on a
slight difference in the initial conditions of numeric and analytic treatments. The
overall amplitude is expected to require a fit by the choice of the observables that

are compared.



2 Theoretical Background

The purpose of this chapter is, to give an overview of important challenges — and
known resolution — in the theoretical description of many-body systems far from
equilibrium, especially close to second order phase transitions. The focus is put on
the two-particle-irreducible (2 PI) effective action method, which will be used in
the following chapters. Reviews on these topics can be found e. g. by Berges [2005];
Berges and Serreau [2003, 2004].

2.1 Notation

Throughout this work, complex bosonic fields with multiple components ¢; (i =

1,...,N) are used. We use multi-indices also including ¢T,
¢1
o1
o= | and ol=(s] & ... ok on). (2.1)
N
O

This notation is also used for other variables and matrices. In a non-relativistic
theory time-derivatives of complex fields typically have different signs for their
conjugate fields!, i0;¢ = w¢ corresponds to i0;¢* = —we@* (schematically). In the

matrix-notation just introduced, it will hence be useful to define
V; = diag(1,—1,...,1,—1), (2.2)

which will typically appear together with partial time-derivatives 0;. Further, as

notation also including the convolutions, define (with sums over repeated indices

!This can be demonstrated at the Schrodinger-equation i9;1) = E1) for an eigen-state v of energy
E. This leads, by E € R, for complex wave-functions to a relative minus sign in the corresponding
equation for the conjugate field i0;¢)* = —(i0u))* = —(Ey)* = —Ey*.



implicit, also throughout the remainder of this thesis)

J¢:= [ dze [ dt JI(z,t)¢%(z,t 2.3
o= [ ao [t 0o 23)
of Reoi= [[asay /< atdt ol (z, ) RS (2, 19,167 (3, ¥) (2.4)

for a time-contour ¢ (to be defined later). For better readability also space- and

time-coordinates are sometimes combined in the form

7= (x,t,). (2.5)

2.2 Non-Equilibrium Quantum Field Theory

Essential for out-of-equilibrium problems is the treatment of an initial state, usually
specified as a density-operator pp at time ¢ = 0. In such a setup, the expectation
value of an arbitrary operator O is given by (O) := Tr(ppO). In this section, it is
explained how Gaussian initial conditions can be included in a generating functional

with modified external fields / sources.

2.2.1 Generating Functional

We begin by defining a generating functional as
210, B; po] = Trg (pp(t = 0)Toe Sl Thtalitan) (2.6)

The symbol T; denotes time-ordering along a time-contour ¢. The products J1 - ¢
etc. are to be understood in the sense of (2.3, 2.4). This is a generating functional,
in the sense that acting with functional derivatives with respect to J or R generates
correlators in the presence of the initial density operator. Inserting an identity-

operator twice in an eigen-basis of the field operator ¢ at t = 0 yields?

Z[J, R; pp| = Try (// do1des (P1|pp(0)|d2) <¢2|7Eei(5[¢]+JT.¢+¢T.R~¢)|¢1>> . (2.7)

Since |¢1) and |¢py) are chosen at initial time ¢ = 0, the expression (¢1|pp(0)|p2)

can be directly evaluated to the known initial matrix-elements of pp. The second

2This is still a basis at later times, although in general not an eigen-basis anymore.



correlator can be evaluated as a path integral, but along a time-contour (. This
contour has to start at ¢ = 0 (|¢1)), run through all operator insertions (at finite
times), e. g. from functional derivatives 53¢, and finally return to ¢t = 0 (and (¢s|)
again. This form is known as the Keldysh-contour [Keldysh, 1965]. Then

b(tr)=02

Z[J, R, PD} = // d¢1d¢2 <¢1‘pD<O)|¢2> /¢(t)¢ D¢ ei(5[¢]+JT.¢+¢T.R-¢) , (28)

with ¢; and t; being the start- and endpoint of ( respectively. Both are zero, but
¢ is a function defined on ¢, not on the “normal” time-axis, and thus ¢(t;) # ¢(t¢)
in general. The initial term (¢1|pp(0)|¢2) can be pulled into the path-integral (it
is independent of ¢) and can be replaced with a function pp (qb(ti), gb(tf)) by the
constraints of the path-integral. The first integral over ¢, ,, then simply integrates

all possible constraints for the path-integral, thus

Z[J, R; pp) = / Do pp (d(1), (ty) ) ST 19401 R0) (2.9)

2.2.2 Gaussian Initial Conditions

For many applications, the initial density-matrix can be assumed to be Gaussian,
pp(6(t:), B(15)) = NeiCoteiotadlaze) (2.10)

where N and ag are only — for correlation-functions irrelevant — normalization
constants, and ¢ is an arbitrary field interpolating |¢s) at t — ¢r and |¢1) at t — ;.

The o have support only at ¢ = ¢; ;. Then, the generating functional becomes
210, R: po] /% IS8+ (T+an) 640! (Rtaz)9) (2.11)

for suitably redefined measure to absorb the new normalization-constants. Now a
redefinition of J|;—g — J|i=0 + @1 and R|;—¢ — R|i—o + ao restores a form of Z|J, R|
that does not explicitly depend on initial condiations, only implicitly through J and
R at t = 0. This form can be used to establish the 2 PI formalism (section 2.5).



2.3 Continuous Phase-Transitions

We want to treat phase-transitions, out of equilibrium, in a field-theoretic context.
This section briefly discusses problems related to such treatments. A solution will be

provided by the 2 PI formalism (section 2.5) together with the !/v-expansion scheme.

From a theoretical perspective the scale-invariance at continuous phase-transitions
can be understood from Landau theory [Landau, 2008, (reprint)|. Expand the free
energy F, symmetric in the order-parameter Q, to fourth order F' = a(T)Q*+b(T)Q"
where a and possibly b are dependent on some parameter 7', for example the
temperature. The prototypical second order critical point is found at the value of
T where a changes sign. For a > 0 the order-parameter vanishes, while for a < 0
spontaneous symmetry-breaking is expected. In field-theoretic language a would be
called a mass, and indeed it fixes a mass-scale. At the critical point this mass-scale

vanishes, leaving the system without a typical scale and thus scale-invariant.

This vanishing mass also leads to instabilities in the respective modes, inducing
non-perturbatively large fluctuations invalidating “standard” loop-expansions. A
proper treatment requires a new expansion parameter replacing the small coupling.
Additionally, loops of massless particles tend to create IR-divergences. Those diver-
gences can be canceled by higher loop-orders. But to any finite order, there would
be diagrams with a maximum number of divergent loops, not canceled to that order.

A treatment which resums the “right” contributions to infinite order is required.

2.4 Secular Terms

For the far-from-equilibrium treatment we need to do, it must also be accounted
for “secular terms”, as briefly discussed in this section. Unresummed treatments
of far-from-equilibrium dynamics suffer from secular terms, that is, from terms
growing polynomially (and thus indefinitely) in time. An intuitive (but somewhat
oversimplified) picture is, that expanding the time-evolution operator e~ in some
term of H to finite order results in a polynomial in ¢. To go beyond very short times
it is thus necessary to avoid such unphysical divergences through resummations of
the “right” contributions to infinite order in the coupling constant to get an analytic

function in ¢ rather a finite order polynomial [Berges and Serreau, 2004].



2.5 The 2 PI Effective Action

This section introduces the 2 PI effective action, and thereby the key concept, which
the remainder of this thesis is based on. It logically follows the treatment in [Berges,
2005]. The n PI-Effective-Action generalizes the concept of the usual 1 PI one ([e. g.
Weinberg, 1996|, appendix A). It turns out that 2 PI is exactly what is needed to
deal with Gaussian i.e. quadratic initial conditions / density-operators, and thus this
case of n = 2 is studied here and used later for calculations. A generalization to
higher n is straight-forward, but tedious. Effective actions in general are well-suited
to study far-from-equilibrium systems, since they avoid “secular terms” growing in
time. Also the problem of IR-divergences near second-order phase-transitions can
be cured by this ansatz. Thereby it will resolve three main problems (initial state,
secular terms, IR-divergences) recognized before. It remains the need for a good

expansion-parameter which will be given by /v, see section 2.7.

2.5.1 Definition of the Effective Action Functional

The definition of the 2 PI effective-action mostly proceeds as in the 1PI case (ap-
pendix A.1). Only the source-field J is supplemented by a tensorial / matrix term R:

Z[J,R] := / D e (SIe+TT-d+61-Rg), (2.12)

This is also the very same form as was obtained in 2.2.2 for Gaussian initial conditions
in a non-equilibrium setting. The notation of products is defined in section 2.1.

Connected diagrams (cumulants) are generated by W[J] where
eWUHE = 717 R]. (2.13)

This is, because functional derivatives of W = —iIn Z are derivatives of Z divided
by Z. Dividing by the vacuum partition function (dividing out “vacuum bubbles”)

is the same as eliminating all disconnected contributions (which are the “vacuum



bubbles”). Further define the expectation values

SW1J, R]
§(iJd(z, 1))

SW[J, R
i 5 8 . _ :
(Phsr(@ s p(Y,t) + Goypla, iy, ) = ORS(z, tyy,t')

SO?ZI,R(ZL’? t) =
(2.14)

N —

Then assuming that ¢;r and G ;i are invertible with inverse J, s and R, ¢, the

quantum effective action I'[¢, G] is the Legendre-transform of W,

1
(o, G] = W[l 0 Roc] — (J;G o+t Rog <p> — 5 TG Rog) . (215)

The functional above fulfills — as a property of the Legendre-transform — the equations

L', G] 1 oIfp, G 1
T =—Joa — §R%G S and T = _§R¢,G . (216)

These resemble the classical condition of a stationary action % = 0, and are hence
often referred to as stationarity conditions. This analogy is also the reason for
the name “effective action” [Weinberg, 1996|. Those stationarity conditions will be

essential for actual calculations.

2.5.2 Derivation of the Form of I'[p, G|

Especially for the 1-loop parts many properties can be reduced to the 1 PI case. To
this end it is useful to re-define the theory for fixed source R as an inherent part of

the action
SW[g) == S[¢] +¢'- R- ¢, (2.17)
because then, the generating functional with one source-term only satisfies

ZWB) = / Do ST+ — 711 R]. (2.18)



Using the general form of the 1PlI-effective action I'®)[¢] at 1-loop order (see
appendix, equation (A.17)) this leads to

T[] = SB[y] + % Trln [(G(()R))_l] + Ty (2.19)

The term FgR) comprises all contributions from higher loop orders. G(()R) can be

replaced by

meln B2SW[g] 52 .
i(G") " = =55 d_ 5¢[2¢] +R=1iGy' + R. (2:20)

As is apparent from the very definition of I'[p, G| (2.15), it holds that

1
Plp. G) = T0fg] = o1 Rog o= 5 TH(R - G) (221)

' 1
= Sly] + %Tr In (G' = iR) = 5 Tr(R - G) + O(2-loop) (2.22)

Phrased differently doing one Legendre-transform in .J to get ['/[], then an other
one in R is equivalent to doing a Legendre-transform in both “simultaneously” to get
I'[¢, G] (first line). In the second line the form found in equation (2.19) was inserted.
Further, using G = G(_l}loop) = Gy! — iR, at 1-loop, yields

i ~ i _
Lt1-100p) [0, G1-toop)] = S[e] + 5 TrIn (G(ﬁloop)) + 5 Tr(Go "G (1-100p))

; (2.23)
- 5 Tr<G(1}loop)G(1‘100P)) )
which is consistent with G = G(1.100p) at 1-loop order to equation (2.16), i.e.
0L (1-100p) [0 G (1-100p)] 1
E—— 2.24
6G(1-loop) 2 ( )
Introducing a term I';[p, G| to capture higher loop contributions,
I, G] = T (1100p) [0, G] + T, G, (2.25)

10



also adds higher order corrections to G, which can be derived from the stationarity
condition (2.16),

1 0L (1100p) [0, G] | OT5[pp, G] 225 i [ . oL2[p, G

R — — — -1 —
o1t 6G HTE ¢ T30 6G (2.26)
=G '=G' —iR-Y[G].
Here it was introduced
p3 =2 2.2
G) = 202 (227)

From 1 PI it is known that the full propagator is a geometrical sum of one-particle-
irreducible contributions 4 FD (A.21) and thus indeed ¥ = (P This has the
important implication, that I'y must be 2-particle-irreducible, that is cutting any
two lines (propagators) in any diagrammatic contribution to I's leads to a (still)
connected diagram. This is, because its derivative oc XU P is 1-particle-irreducible

(cutting a single line does not disconnect any contribution).

While the contributions to I' up to one-loop are given explicitly by equation (2.23),
I's must be obtained by diagrammatic expansion. The observation, that only 2-
particle-irreducible diagrams have to be taken into account, drastically reduces the
number of contributions. Further we recognize, that in equation (2.26) X[G] depends
on the full propagator. The 2PI formalism gives a self-consistent treatment of
propagators. In fact this is equivalent to an infinite resummation of diagrams and is

crucial for avoiding secular terms and IR-divergencies near phase-transitions.

For later reference we establish the following rules to determine I's: Take all closed?
two-particle-irreducible diagrams with propagator-lines corresponding to the full

propagator G.

Also for the field expectation-value ¢ an equation can be obtained from the
stationarity condition (2.16),
oTalp, G 35l i 9 TG (£)G)

1
= — = —J—=-R-J. 2.2
dp dp 2 dp / 2R / (2:28)

This will later be used to obtain equations also for the macroscopic fields additionally

to equation (2.26) for the propagators G.

3Partition functions and thus effective actions have no external field-insertions.

11



2.6 Dynamic Equations

Equations (2.26) and (2.28) already determine G and ¢. The free inverse propagator
Gy contains a term oc J; (or i0? in relativistic models), thus these are actually
differential equations in ¢t. By setting J and R to zero for all ¢ > 0 (there are no
physical external fields present) these remarkably form a closed set of equations, as
will become apparent at the end of this section. Note that the absorption of the
initial conditions into the values of J, R at t = 0 (see 2.2.2) now corresponds to
choosing the initial conditions of the set of differential equations to meet the physical
initial conditions. However the time-derivative acts on the time-ordered propagator
G (which is typically not continuous at ¢ = 0), and the theory is defined on a closed
time-contour (, both requiring a careful treatment. In this section these equations
are transformed to a set of “normal” differential equations. This is done very similar

as in the (relativistic) case covered by [Berges, 2005].

2.6.1 Statistical and Spectral Function

The time-ordered propagator G(t,t'), typically is not continuous at ¢t = 0, therefore
it is often simpler to introduce a decomposition in a spectral part p and a statistical

part F' (for details see appendix C.2)
(.
G(t,t") =: F(t,t') — 3 signg(t —t')p(t, 1), (2.29)

where both F' and p are regular functions (also at ¢ = 0). In fact, this is equivalent

(cf. appendix, equation (C.17)) to

Pty 1) =i (6% (2, 1), 6 (y, t)]) (2.30)

F§ (0,60, 0) = 5 (60, 0,640,001 — 5 {00} 2.31)

where p is the spectral and F' the statistical function. The self-energy is decomposed

in a local part ¥ and a non-local part &

S(a,ty,t') = —id(z — y)o(t — )2 (z, 1) + (x, 9, 1) , (2.32)
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and then, similarly to the propagator

i@;uy¢q::zF@¢q-%sgndt—tqz%atq. (2.33)

2.6.2 Dynamical Equations

In this subsection the problem of the time-derivative term in G, ' acting on the
time-ordered propagator (non-analytic at ¢ = 0) is treated. From the relation of G

to G and ¥ given by equation (2.26) we get, by multiplying with G from the right
(Gg' —iR-%)-G =1, (2.34)
or making the matrix-notation and convolutions explicit (7 := (z,t,)):
[ 16360 - imy(a ) - S5 9] G5 =@ - 5. (239)

Further using the statistical / spectral decomposition (2.29) and ¢t > 0= J R =0

we get
[ (e - S50
Z, (2.36)
< [F2(7,2) — & signc(t, — £.)p2(7,9)| = 8(7 - )52

The “dangerous” part is the time-derivative term of G acting on the sign-function.

Therefore we want to study the commutator
- — af = = Z . — =
/dy [(GO I)B(x, v) ~3 sign,(t, — tz)]pg(y, 7). (2.37)

Furthermore typically Gy (%, %) & d(Z — 7) and in the non-relativistic case the sign
of i0; for ¢* components is inverted (see (2.2), V; := diag(1, —1,1, —1)),

(Ga)5(@,9) = 8(& — ) (Vigoh, +iM3(@)) (2:38)

13



defining a generalized mass-term iMg (). The only term not commuting with the

sign,(t, — t.) is the one with the time-derivative. Thus, consider first

Vig [0, sienc(t, — £.)]5(7.9)

= Vtg@y(signc(t —t ),o7 U, Z > — sign,(t, )&;ypy(y, )

= (Vigd, sign(t, — £.))p(7.7). (2.39)
Now use
O, sign(t, —t.) = 20(t, —t.) (2.40)
and the equal-time commutator (cf. equation (2.30))
S(t, — )64 (5, 2) = i0(5 — V! (2.41)
to write equation (2.39) (using V;* = 1,) as
Vs [aty, sign (t, — tz)} P25, %) = 2i8(§ — 2)5° (2.42)
Returning to the starting point (2.37)
[ 47 (G515, ~ sencle, — )] 505
2 [ ag [5(7 - ) (Vigan + iM5(@). ~ g sienclt, — )] 2(5.2)
— [ a7s(@ - Vg [0~ sencle, - )] 5059
(222 / d78(7 — ) x (—%)22'5(@7— 7)oc
= 0(7 — 2)07, (2.43)

which is equivalent to the right hand side of the evolution-equation (2.36), or put
differently: Pulling the sign-function through the inverse propagator G;' in the

14



evolution-equation is equivalent to setting the r.h.s. to zero®
[ [Ghs - S0 R

(2.44)
[ agsincte, - )]Gy V3.7 - S5 9] 5.2 = 0.

l
2

In this form the time-derivative term of Gy' does not act on the time-ordered

propagator (or the sign-function equivalently) anymore.

2.6.3 Eliminating the Dependence on the Time-Contour (

In this subsection the formulation of the theory on the closed time-contour ( is
resolved into standard integrals over time. Integrating expressions which contain a
signg(t — ') term over the closed time contour ¢ leads to a number of simplifications
by noting that for any function f(¢) regular in ¢ (details of the derivation are given

in appendix C.1):
/ F(t) dt — 0 (cf. C.1)
¢
/ £(t) signe(t — t1) dt ~ 9 / " )t (cf. C.3)
¢ 0
/cf(t) signg(t — t1) signg(t —to) dt = 2sign,(t; — t2) /t 2 ft)dt (cf. C.10)

Inserting the decomposition of ¥ (2.32,2.33) and the form of G;' (2.38) into equa-
tion (2.44) yields:

0 :/dg [5(*— v) (Vtg(?tz + iME‘(f)>
Fid(E ~ SOV — (S + 2 simmnclte — 1,) ()3 )] FAG.
/ dgsign, (t, — t.) [5@ — ) (vtgatm + ng‘(:E))

+ib(7 = PEO)5) — (S ) + 5 sien(t — £)(C)3E D] 2172

?

2

4 Actually the same result also holds for relativistic theories [Berges, 2005.
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Performing integrals over J-functions
= [Vigo, +iM5 (@) +i(SO)3(D)| (7, 2)
+ [ g (5@ + g snclts — 1)(£)3(50)]| P,
—% signc(t; — 1.) [Vigd,, +iM3(@) + i(2)3()] o4(. )
~ 5 [ dgsionclt, — £ - SV + 5 st ~ 6)(5E 9] 2(7.)

using the integration identities (cf. C.1-cf. C.10) and sign.(t,—t,) = —sign (¢, —t,):

o

2 / t [ (5@ D)

i o orar ] e =
— 5 signc(t, —1 )[vtﬁatm + M3 (F) + i(O)3(F) | P&, 2)

= |Vigon. + M5 @) + <2<°>>g<f>}Fﬁ<f,5>

/ dy2(SFV3(7, 967, 7)

sign, (te / dt /dy (Z)5(Z, D57, 2)

[\DI?—‘ MI@

where the integrals over time-contours have all become “standard” integrals. Now,
using the decomposition already applied to G' (2.29) and ¥ (2.33) on the entire

evolution equation yields two equations:
iVig0, Fy(3,2) = | M5(@) + (S)5(3)| (&, 2)
/ dt /dy (S))5(Z,9)F) (7, %) (2.45)
- [, [ o e a2
from the part regular at ¢, = ¢, and from the prefactor of sign(t, —t.):

Vi§0,p5(7, 2) = | M3(7) + (ZO)5(3)] o7, 2)

+
(2.46)
+/ dty/dyEp (%, 9)05 (7, 2)
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Thereby the “stationary condition” (2.26) has been transformed from an operator-
equation into a set of coupled differential equations, and then the integrations over the
closed time-contour ¢ have been transformed into “normal” integrals implementing
the “memory” of the system on earlier times. In this form the equations can be
treated with standard techniques.

The “memory-integrals” appear, because, although starting from a Gaussian initial
state, non-Gaussian correlations will build up. Thus “restarting” the algorithm at
some at ¢, > 0, in the sense of discarding all information on times smaller than ¢#{, is

not possible as a Gaussian initial state would be required.

2.7 Non-Perturbative 1/xv-Expansion

The large N expansion provides consistent approximations for sufficiently symmetric
models including N field components, even if the absence of a small coupling or
large fluctuations in the proximity of a phase-transition preclude application of
standard perturbation theory. The role of the small expansion-parameter is played
by the inverse number of field components 1/x. As is shown also explicitly in the
appendix B.2, especially equation (B.25), an expansion in loops / number of vertices
leads to unphysical effects for the two-component Bose-gas (see also chapter 3)

investigated in this thesis.

2.7.1 General Idea

The expansion is based on two observations: Traces over field-index space like
Tr(G) < N scale proportional to the number of (real) field components, if the model
is symmetric in these. For the two-component Bose-gas e. g. traces over the 4 x 4-
matrix F' (3.36) scale like A' = 4. And to have S-functions (for the coupling-constant
g in the Hamiltonian (3.6)) independent of N a scaling of the bare coupling g oc N~}
is necessary.

Thus the order in /& is given by the ratio of vertices to traces (or closed lines in a

diagrammatic picture). For an example see next subsection 2.7.2.

2.7.2 Contributions to Low Orders

As figure 2.1 illustrates, for the generic two-loop diagram (2.1c) there are two different

ways to trace over the indices, once o Tr(G)? and once oc Tr(G?), which leads to
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(a) Leading Order Part (b) Next-to-Leading Order Part

(¢) Generic Two-Loop

Figure 2.1: Distinction of the !/x-Order of Diagrams: The red solid lines are (full)
propagators GG, black curly lines denote the point-interactions. Interac-
tions are drawn such that it is apparent where index-contractions are to
be performed. At two-loops in general (2.1c¢) there are two contributions,
one at leading order (2.1a) (there is one vertex vs. two traces / closed
lines, so this scales as oc N'') and one at next-to-leading order (2.1b)
(there is one vertex vs. one trace / closed line, so this scales as oc N0).

different scaling with 1/x. The leading order diagram (2.1a) is actually the only LO
contribution for the system considered here (chapter 3).

The leading order of this expansion is known not to thermalize. This is because
it does not incorporate scattering between different momentum-modes, thereby
conserving the number of particles n; at momentum k individually. Clearly no

thermal (Bose-Einstein) momentum-distribution can be reached by these dynamics.
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3 The Two-Component Bose-Gas

The System under investigation throughout the rest of this work is the “Two Compo-
nent Bose Gas”, described by a non-relativistic field-theory comprising two bosonic
scalar fields, denoted here by ¢+ and ¢;. This system is studied in a quasi-one-
dimensional setup. The system is assumed to be homogeneous in space and the
initial conditions to be described by a Gaussian density-operator, such that the

2 PI-formalism is applicable.

3.1 The System

Here the formal definition of the system and parameters used is given. Further it is

rewritten in a dimensionless formulation in terms of symmetrized fields.

3.1.1 Hamiltonian
The Hamiltonian is given as, e. g., in [Nicklas et al., 2015| by the sum
H: H0+Hcpl+Hint (31)
of a “free” part (with the index ¢ running over {7, |} here)
h2

where V' = 0 in the following, a part accounting for the coupling to the electromag-

netic-field (radio-driving) with Rabi-coupling €2 and detuning ¢

Hos =5 [ o [2 (}@n(o) + ) +5 (6h2)oy(o) — o @n(o) | . (33)
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where 6 = 0 will be assumed for simplicity in the following and a quartic point-

interaction term which here is assumed to take the specific form

Hi =5 [ do [(6}@)01()? + (6] @)u()? + 200} 0)o1 (@) @)o1)] - (3.9

Hence, for o > 1 (in the experimental setup in |[Nicklas et al., 2015]: a & 1.23), the
scattering between the different species is enhanced as compared to scattering of
particles of the same type. Clearly any o # 1 is explicitly braking the O(2)-symmetry
of the model.

3.1.2 (Anti-)Symmetrization of Field-Basis
We introduce (anti-)symmetrized fields!

Oy = %(% +¢y), (3.5)

in order to obtain a diagonal “mass”, i. e. replacing the Rabi-coupling €2 by an effective

detuning (as of now, units are used where & = 1). The Hamiltonian reads then

2
H= /dw[¢+<——+ )¢++¢1<—%—5)¢

g (O‘ R R PR ¢1¢+}2) } . (36)

i)

In this basis, also the deviation from the O(2)-symmetric model becomes manifest.
For oo — 1 the symmetric model is approached as 1(a+1) — 1, while (o — 1) — 0.

Using a more compact matrix-notation as introduced in section 2.1 this reads

0? -
H=g [de| - dgmor 4 Gol a5 0+ Lo g o) - Tl s o)

2
(3.7)

where ¢* := Z(a £ 1)g and with 1, the 2 x 2 identity-matrix

1, 0 0 1 1 0
Fo = |2 Gy 1= ° g, =" : (3.8)
0 12 12 0 0 _12

1We stick to the sign conventions of [Nicklas et al., 2015|, while [Karl, 2016], defines Hcp (3.3)
with an overall minus sign, thereby exchanging the roles of ¢4 (see also 3.6).
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3.1.3 Dimensionless Formulation

Define (cf. [Nicklas et al., 2015])

Q. :=pla—1)g (mean-field critical point, 3.2.1), (3.9)
1
g = a_+1 ~ 9.7 (assuming a & 1.23), (3.10)
o —
Q—Q . : » .
€= —5 (dimless distance to critical point), (3.11)
1
7= y\/2m0, =D, 3.12
g =yv2m N T (3.12)
b:=p 2 (normalizing densities to 1), (3.13)
~ 4 [2m . o
H:=Hp a (dimless Hamiltonian), (3.14)

where p is the total density. It is assumed that p is conserved and homogeneous in
space, both of which are well-satisfied for the experiment |Nicklas et al., 2015]. Then

the Hamiltonian can be rewritten as

i= fala (o )i (- )6

2
v (3816, + 360" - [dlo- + 367 |

(3.15)

dropping the tildes (exept on g) as of now and using matrix notation (3.8) this reads

L[ W e+l T )
Hzﬁ/dx[—%a%@b + 50k 850" + 2(0h 505 67) (6} 5] 0)

(0F, 7.5 6%) (8} .° w} .
(3.16)

1
8

3.2 Qualitative Understanding

This section is meant to provide a qualitative understanding of the far-from-equi-
librium i. e. quench setting and expected dynamics, especially in the quasi—spin—%
system formed by the relative degrees of freedom. For this qualitative treatment,
it useful to separate “central” and “relative” degrees of freedom |[Karl, 2016; Nicklas

et al., 2015|. To this end suppose that mode-occupations are large in comparison to
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the respective commutators and the fields
¢r=lorle™  and ¢ = |gyfe™

can be treated classically. Then the relative d.o.f. are defined to be
0:=0r—0, and  s:= o] — ¢

while the corresponding central d.o.f. are given by

0:=0;+0, and  n:=|p] + b

(3.17)

(3.18)

(3.19)

These central ones are the (local) total particle density n, and an unobservable

absolute phase 6 both of which should vary slowly and are assumed to be constant

for this qualitative approach here.

3.2.1 Mean-Field Groundstate

The mean-field ground-state (in terms of fundamental fields ¢) of this system was

discussed extensively by [Tommasini et al., 2003]. Here we consider a brief description

in terms of local quasi-spins? instead, which describe the relative degrees of freedom

by (note that &, and &, (3.8) are exchanged for the symmetrized fields ¢4 ):

2These are quasi-spins in the sense of having the degrees of freedom of a spin—% system. Of cause

they do not transform as Lorentz-spinors, however.

The prefactor of % arises from the combined index notation with %(@‘qﬁj + ¢;¢F) etc. terms.
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Then the Hamiltonian (3.16) classically becomes

B e+1 ﬁ g_l 2
H_/hleLm@+4 G (3.23)

Here, it is assumed, that “anomalous” propagators o< ¢¢ or o< ¢f¢" do not contribute
and that the ground-state has zero momentum (in Fourier-space H oc k%@ ¢*
monotonically increasing in |k|). Then the 92 term can been dropped for finding the
ground-state and J,(Z) = J, independent of x is assumed. Total number conservation
p = const restricts the system to the Bloch-sphere |j| = 1 and thus - since in this
approximation the ground-state always has J, = 0 (a state in J, direction would
always have lower energy) — one can insert J> = 1 — J?2 to find, constrained by
-1<J, <1

J,=—1 e>0

FE 1

VN(€+1)J;E+§J$2 minimal at J,=—€—1 :—2<e<0. (324)
J,=1 e < —2

Where ¢ = -2 & Q = —(), describes the same physics as € = 0, but with ¢4

exchanged, as can easily be seen from the Hamiltonian (3.16). This corresponds to

Joo =z’ =0 (3.25)
o B 2|e| ZGSJO’ .

demonstrating a mean-field phase-transition at ¢ = 0 with mean-field scaling
J, o |e|2, (3.26)

of the order-parameter.

3.2.2 Phase Transition vs. Crossover

Classically, in (quasi) one-dimensional systems introducing a phase boundary in an
ordered system costs microscopic energy, while causing a macroscopic increase in
entropy — from the macroscopic number of possible positions to place the boundary —
hence lowering, in the thermodynamic limit, the free energy F' = E — TS for any

temperature T' = 0. This implies that classically there are no ordered phases in 1D
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at finite temperatures. At zero temperature quantum phase transitions can occur,
when the ground-state of the system changes.

For a quantum system the situation is more subtle, because the thermal quantum-
theory in one dimension maps to a two-dimensional classical theory, as explained
at length e.g. by Sachdev [2011]. The second dimension is imaginary-time with
extension ~ /7, where T is the temperature of the system. However, for T' # 0, in
the IR — at energies well below T" — excitations have wavelengths much larger then
this additional dimension, and the system appears 1D again.

Far-from-equilibrium scenarios always include occupation of non-ground-states,
thus non-zero effective temperatures, such that a crossover would be expected instead

of a phase-transition. This applies to the setting investigated here.

3.3 Quench Protocol

The system is studied after a sudden quench of €2 from €); ~ oo to some final value
Q. That is, it is assumed that the initial state is the ground-state of the Hamiltonian
(3.16) for Q = €; whereas time-evolution is governed by the same Hamiltonian but
with €2 = €. The key concept of such quenches is, that the ground-state of the
pre-quench Hamiltonian is far-from-equilibrium for the post-quench Hamiltonian.
At the same time, by choosing 2 2 €. dynamics close to criticality, or close to a
crossover, can be observed. For example power-law scaling of the correlation length
with the distance to the quantum critical point has been observed by Nicklas et al.
[2015]. This seems to contradict the result of the discussion at 3.2.2, that a no
phase-transition, but rather a crossover is expected. But the difference of both may
become visible only close enough to the critical point. The numerical results in [Karl,
2016| suggest, that such deviations occur just outside the experimental range of
€2 0.1.

In the following, when it is referred to 2 or e = Q_1(2—€.) this is to be understood

as a shorthand Q = Qs if not stated otherwise.

3.4 The 2 Pl Treatment

The system is assumed to be Bose-condensed, while the emergent quasi-spin dynamics
occurs on length-scales larger than the system-size in two of three spatial dimensions,

rendering the system effectively one-dimensional. Nevertheless, the condensate has
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to be taken into account. A “macroscopic field” zero-mode ¢ := (¢) := (¢(x)) is used
to mimic this condensed background. Further, small deviations of this background-
field to the ; = oo ground-state are also included, as described in the following

section 3.4.1.

In the present chapter, this setup will be analyzed using 2 PI methods as described
in sections 2.5 and 2.6 to leading order in a !/v-expansion (section 2.7). The hereby
obtained evolution-equations will then also shed light on the behavior of energy-gap

and correlation-length close to the critical point.

3.4.1 Initial State of the Zero-Mode

Let ng, n| the number of condensed particles in the respective modes, p1 = , /n%e‘wT
and ¢, = ,/nfe”". The “perfect” (€4 = oo) mean-field ground-state (see 3.2.1)
assumed as initial state by the quench-protocol in section 3.3, would have

nC

n{=nj = 5 and 60y —6, =, (3.27)

where n¢ = n§ + n{. But any of the two conditions may differ slightly for finite €
0y —0, —7+00 and  nf{—n{—ds. (3.28)

Technically, also a variation in the total number of condensed particles n® — which
is otherwise assumed to be conserved throughout this thesis, as justified later, see
equation (4.48) — and the (unphysical®) “central” phase 6 = 64 + 0, can be taken into

account for completeness,

n® — n®+dn° and 0 — 60, (3.29)

3“Unphysical” in the sense of not uniquely defined within the entire ensemble, because not
observable. (see also section 3.4.2)
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where the arbitrary # = 0 has been set to zero. Then (recall that the + fields are
normalized (3.13) so that p = 1, i.e. oy = (2n°)~"(¢1 & ¢})) one finds

1 nc+onc+0s _.sa ne + on® —ds _. G
= —i(86+60) i(m+36—56)
o= ( 5 e +14/ > e )
1 nc  onc+0s _
=—— |5+ —=F=— | (1—1i00—1idf
2n¢ ( 2 2v/2n¢ > ( )

1 nt o —9s -
+— (/= +—— | (-1+i60 — i60) + O (4
2n°( 2 2\/2n‘3>( ! 99) ( )

1 [(d0s .

(3.30)

That means that small deviations to the infinite {2; initial state in the relative phase
translate into a imaginary part of ¢, while those in the relative density of the

condensate induce a real part

1 1
R(py) = 5% while S(ps) = —550. (3.31)

However, it is still natural to assume that the perturbation ¢, = O (J) is very small

in comparison to ¢_,
<’ Sp=1. (3.32)

For the central degrees of freedom, one has to modify equation (3.30) by replacing

the plus-sign in between the terms by a minus-sign so as to

1 nc  onc+ds _
=\t —= | (1 =160 — 0
7 one ( 2 24/2n¢ ) ( ! 69)

1 nt  onc —90s ~
— /5 + == ] (-1 +id0 — i30) + O (5* (3.33)
2nc ( 2 24/ 2n¢ ) ( ! 106) ( )

:1+1(5nc—@'5§>+0(52) |

2\ n

This shows that the ¢_-mode is given by a mostly static norm (dn® 2 0) and the
unphysical “central” phase (§ = 61 + 6,), while (. is sensitive to the “spin” degrees of
freedom ds = n°6JS and 00 = 0.J; (with JS, J¢ being the condensate parts of J,, J.).
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3.4.2 The Ensemble

Typically the zero-mode wave-function implements a number of macroscopic observ-
ables, and therefore requires a restriction of the ensemble (cf. e.g. [Hohenberg and
Martin, 1965]). It is important to recognize, that only the relative phase of the fields
@+, ¢y, corresponding to the imaginary part of ¢, (cf. the previous section 3.4.1), is
observable. The sum of the two phases, corresponding to the phase of ¢_, is merely
an “unphysical” gauge-degree of freedom. Still |p_| is physical, although mostly
static (see equation (3.33) and discussion thereof), while the arbitrary phase of ¢_

should average out in the ensemble,

|| = const ~ 1 but ¢_ =0 (ensemble average). (3.34)
Or expressed slightly more rigorous

(@)™ (=)" = mnle- """ (3.35)

The ¢, -mode is physical (well-defined as macroscopic observable of the ensemble).

3.4.3 Definitions of Local Densities

The important observables (besides the field expectations values as described in
the previous section 3.4.2) are constructed form local densities. First, consider the

propagator G§ with “statistical” part (2.31)

F§(#,9) = 5 (6°(%) @ ¢() + ¢°(2) @ o)),
f++(f,ﬁ) h++(f,jj) f-i——(f:gj) h+—(f7g)
| m@ mm@n @y @ (3:36)
ff+(f7?7) h,+(f,g) f**(:ag) h**<f737) 7
WED) fUEG) k(7)) f(E)

where (...), denotes a cummulant / connected part. The f are “normal” parts of the
form (¢T¢ + ¢p¢'),, while h are “anomalous” (¢¢ + ¢¢), correlators. The Kronecker
product (or equivalently the outer product, i.e., a n x 1 times 1 X n matrix product)

means

(¢ @15 = "0 (3.37)
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Explicitly, this implies for the components

(@) = (6 (D)L (D) + 6L ()94 (D)), (3.38)
= (+(DL(D) + 0L (@04 (D), = f1+(7.7) .
and analogously for f__, while for the “off-diagonal” terms
e N A N e I A
fi-(@9) = (6+(@)oL(§) + oL () o+ (), (3.39)

8y

= (¢_ ()9 (2) + o\ (D)d- (7)), = -+ (7. 7).

Focusing on local densities, as those will appear in the leading order local self-energy
¥,

N;ij (%) := fi;(Z, %) and M;;(%) = hy(Z,T), (3.40)
and the shorthand notations for the spatially homogeneous system

Nij(t) := Nyj(z, 1) and M;(t) == M;;(z,t), (3.41)
can be defined. Clearly from the definition of F specifically equations (3.38, 3.39)

Ny (t),N__(t) R while Ni_(t) =N’ (t). (3.42)
Further of great importance will be

N(t) .= Ny (t) + N__(t) and Sp(t) := Nyp(t) — N__(1), (3.43)

which are physically the connected / cummulant parts of the (conserved) local density

pi=3 (BL@04() + 6 (DILD) + 5 (6L (Do) + 0 (D)6 (D)

=lo+ @O + -1 + N(#)

(3.44)

and of the pseudo-spin in x-direction (the population imbalance in (anti-)symmetric

field-components) previously defined for discussing the mean-field limit (3.20)

pUT) =3 (B4 (@6, (7) + 6. (6L () — 3 (6 (D)6 (7) + 6 (@6 ()

=lo+ (O = [o- ()] + Sa(t) (3.45)
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1R

Figure 3.1: Relevance of S, to Capture Growth in the Variances of the Spins in y-
and z-direction: In the initial state, the pseudo-spin points straight to
the left. If the variance in y- and z-direction is negligible this means
(Jz) = —1 (left image). For increasing variance in y- and z-direction,
pictured by the colored region (right image) the average (J,) # —1, even
if still (J,) = (J,) = 0 is maintained.

where the macroscopic field (zero-mode)

0 (t) = (p+(t)) := (p+(t, x)) (spatially constant) (3.46)

has been used.

Because of the macroscopic field mimicking the condensate-mode, N(t) describes
the density of those particles not condensed and is henceforth referred to as a
condensate-“depletion”. The significance of S, lies in the way it can capture increasing
variances of J, and J, without the requirement of calculating four-point functions
like (J2). (This is indeed a four-point function in the fundamental fields ¢.) This is
illustrated in figure 3.1.

3.4.4 Inverse Free Propagator

The inverse free propagator i(Gy')3(Z, 1) = m can be read of from the
Hamiltonian (3.16), using
=Vi§¢Lorg”
¢ ¢
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and employing V; = diag(1,—1,1,—1) (as defined before around (2.38))

¥y e a e . —I—l =
(Gal)g = (5(317 - y) [‘/tﬁatx — 25683 + ZET 0.3
+ 2 (2[ 305 97] [k G} ] + [ G0 7] [ G05] ) (3.48)
i . ) B
Llas el ad]+ [ i (a])]

Further, splitting of the time-derivative to assume the form (2.38)

Q= a €+1—»a

+2 (20302 ][0} d05] + [¢] 50167 [ F05]) (3.49)

3.4.5 Applicability of the 1/nv-Expansion

The model under investigation becomes O(2)-symmetric when setting @ = 1 and
Q=0 (i.e. ¢ = —1). In this case a non-perturbative !/n-expansion as described
beforehand in section section 2.7 can be applied.

If the limit of large A is understood as the limit of almost classical statistics — in
the sense that two particles scattering are almost always of different “species”, thus
distinguishable — then an expansion in /& would be applicable, also for parameters
as used here, if there is a similar number of excitations in the different fields. This
also fits to the underlying idea of symmetry under exchange of species. Although
the zero-mode is mostly in the lighter mode |¢_| > |¢.| the fluctuations of both are
similar as long as the connected part of the spin in x-direction S, = Fy; — F__ is
small compared to the total fluctuations / condensate-depletion N = F., +F__ ~ Nj.

This will be reviewed using the final results at 5.3.2.
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4 Derivation of the Evolution Equations

In this chapter the 2 PI formalism is used to derive a set of differential equations

describing the system and quench-setup presented in chapter 3.

4.1 Two Particle Irreducible Contributions

Here the diagrammatic contributions and the resulting expressions for I'; and the
self-energy ¥ are given. Therefor the leading order in 1/& — in the inverse number of
field-components, see section 2.7 — is considered. An expansion in loops (Hartree—
Fock) is not used here as it is expected to break down near second-order phase-
transitions in general (cf. section 2.3) and is found to induce unphysical features
for this system in particular (appendix B.2). As noted in the derivation of the 2 PI
framework, see 2.5.2 only two-particle-irreducible closed diagrams contribution to I's.
To leading order this is only the “double-bubble” diagram (figure 4.1a). It implies
the following beyond one-loop correction I's[p, G] = I'3]|G],

iG] = —% X é/dx/cdt[grfr (G(z,z;t,t) 0y )2 — Tr (G(z, z;t,t) &, )2] :

(4.1)
This implies a local self-energy, independent of p, of the form
g 1
YO (z,t) = %Tr (F(z,x;t,t) Gy ) Go — 2 Tr (F(z,2;t,t) Gy ) Gy (4.2)

while the non-local part £ = 0 vanishes in this order. With a local self-energy only,
the dynamic equations (2.45, 2.46) read (again V; = diag(1,—1,1,—1) (3.48))
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p” (z) >M< v (y)

(a) The “Double-Bubble” Diagram: This (b) Due to contributions like this, the ef-
is the only leading order contribution fective anomalous propagators M # 0
to the 2 PT effective action I's. in general.

Figure 4.1: Ezxamples of Relevant Diagrams: The red solid lines are (full) propagators
G, black curly lines denote the point-interactions. (see 2.7.2).

Important simplifications to this order as compared to the general case are: There are
no memory-integrals appearing, equal-time two-point functions depend on equal-time
two-point functions only and the equations of F' and p decouple. Throughout this
thesis the focus is on equal-time functions, where p is trivially given by an equal-time
commutator (cf. equation (2.30)). Treated in the following are the (matrix-)equation
for local and equal-time F given by (4.3) after setting ¥ = #. The implications of

these equations will be discussed in the next sections.

4.2 Macroscopic Fields

In this section we present technical details for the derivation of the equations which
govern the time-evolution of the macroscopic field . Major findings will be a frame

in which ¢ = const and the time-evolution for ¢, (4.20) (in this frame called ¢, )
. 1 . N 1 L~ ~ .
10,y = 5[26—}— 1+ N+ (§+1)S,] ¢4 — 5[1 — N+ gMyy — M__]&% .

This result will be stated again the beginning of chapter 5, where physical implications
are discussed.

Evolution equations for the macroscopic fields are deduced from the second sta-
tionary condition (2.28) where 'y, given by (4.1), is independent of ¢ to this order.
Using the explicit form of the free inverse propagator G (3.48) one gets

. 1 G.o. . . o
th@wZEQ azw+%(daoso)ooso——(so Gy ) Gu p
+2(260 FGop+Te (5 F) G ) (4.5)

I AN Y
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where the term oc 9%¢ has been dropped because ¢, mimicking the coherent zero-mode,
is assumed to be spatially constant. If not stated otherwise, F' = F(Z, ¥) denotes
local densities throughout this section. The time-dependence of F', N, M and ¢ is
also not written explicitly for the sake of readability. While V; = diag(1,—1,1,—1)
(3.48), the ¢ are the matrices defined at before in equation (3.8). One finds for the
individual terms of (4.5),

ol Go o=l = hor +orph + o om + ot =2[|psP + -], (4.6)

which describes coupling to the total condensate-density n° = |p,|* + |¢_|?. The

term

0 1,

Tgsz
¥ 9090<l20

) o =2[p o_+¢iei]. (4.7)

couples the two field-components to each other. Furthermore by the form of F' as

given in equation (3.36) we have
Tr( 0y F) =Tr F =2N, (4.8)

describing coupling to the total non-condensed density, that is to the depletion.

Using a “symbolic” notation for F' apparent from the definition in (3.36)

0 1.\ (Frr Fy_ o [(Fr Foe
=Tr
1, 0)\F, F_ Foi Fi_ (4.9)

=N+ N+ N+ N, e 2[Ny—+ N_y],

Tr(&’xF):Tr

shows coupling to off-diagonal terms N, _, which are related to (J,) and (J,). Now

. . . @Ay, )
combining (4.6-4.9) in equation (4.5) and using p =" |¢4|* + [¢p_|* + N the result

reads
1Vi0pp (4.10)
1 =:A (diagonal part) =B —=C
= 5{ (e+1)3 +gp — [pro—+ ¢ ot + Ny + N_{| &, +gF — 3, F &, }gp.

In the symmetric phase the “off-diagonal” terms (spins in y- / z-direction) vanish, as
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can be seen from the ground-state treatment in subsection 3.2.1
N, =0 and M,_=0. (4.11)
The term C simplifies, using the form of F' as given in equation (3.36), to

GNos —N__ GMi, — M__ 0 0
GMi, —M*_ GNi, — N*_ 0 0
0 0 GN__ — Nyw gM__ — M.,
0 0 gM*_ — M*, GN*_ — N7,

, (4.12)

and by inspection of the term B, a linear expansion around |¢| = 0 (3.32) yields

o ©2 o} + |- Py
. . ©* ()04 + o Pt
By = [phio- + ¢ oy = " Tl +0 (e ) . (4.13)
P+ 0
©y 0

Thereby in the symmetric regime the “central” degrees of freedom (¢_) decouple
from the “relative” degrees of freedom (¢, ), because clearly the diagonal part A does
not couple them either. Dropping the V; on the left hand side of equation (4.10)
changes the sign of the equation for ¢* such that:

o _ 1+ 1) +gp+gN-—— = Nyy gM__ — M, P
o) 2 —gM*_ + M*, (e+1)—gp—gN*_+Ni,) \¢-

(4.14)

Neglecting anomalous terms for the central degrees of freedom (¢_) — which is
equivalent to approximate conservation of the norm |p_| which will be found to be
consistent to O (], |*) a posteriori (cf. equation (4.48)) — and going to a rotating
frame with!

it %

Pr=e Moy | pL=eMpt and Moy =e 20N, (4.15)

! Although clearly ¢% = e~ 2#%p3 | technically it is not obvious, that this holds for the connected
parts of (¢+¢+), = My as well, however this will be checked later, cf. (4.30).
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gives, according to equation (4.14) the evolution of ¢_ in time as

i@t(ﬁ_ = 26t (e_i“tgo)
= (p+top)e Mo e[ —(e4+1)+gp+gN-— — NyyJo-  (4.16)
= [p+tdp —(e+1)+gp+gN_— = Ny Jo.

Now choose p such that ¢_ is constant for d;u ~ 0,

L g -1 g+ 1
u:=6+1—gp—gN——+N++=6+1—gp—g2 N+ 7

S,.  (4.17)

That O,u = 0 is the case if S, and N are static or vary slowly in time compared
to p. This proves to be consistent later on, because either (for “large” €)? S, < 1
is negligible (5.40, 5.51) or (for “small” €) it varies with frequencies on the order
of VAe ~ 1072 (5.43) while u ~ gp ~ 10! (4.17). At the same time, N = Nj is
constant (to O (|p|?)), see (4.48).

In this rotating frame the relative degrees of freedom (¢ ) follow the equation (4.10)
with values for B and C from (4.12-4.13) and an explicit expression for the diagonal

part A. This equation then reads

9, (95+> _ ( e+1-— %|¢7’2 + %Sx %[(@7)2 +gMyy — ]\7[,,] > <95+)

1) \-sl@- P +ally, — 0] —(e+ 1) +5lp-P - 55, ) \gy

(4.18)
Now, the dimensionless formulation of the theory (3.13) was chosen such that
1=p= o+’ +lp-P+ N. (4.19)

Furthermore choosing the phase of the constant ¢_ such that ¢_ € R, the equation
of motion for ¢, (4.18) finally reads

e 1 5 - 1 o~ ~ s

2Large € means (e + A.)? > A2, see final results and discussion around equation (5.43).
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4.3 Densities

In this section we present technical details on the derivation of the time-evolution
of the condensate depletion N and the connected part .S, of the spin in z-direction,
which is of special interest (see discussion of figure 3.1 at the end of subsection 3.4.3).
The important results are (4.44—4.46)

N =0, (Nyy + N__) =m_S(¢3),
0¢Sz = O (N++ - N——) = m+%(goi) 5
my = gMy, = M__ = consty .

These results will be stated again at the beginning of chapter 5.

Returning now to two-point functions, we are in particular interested in the central-
time evolution of equal-time densities, while the dynamic equation (4.3) describes

changes with respect to the first time-coordinate only. Therefore observe
. S (3.36) . S
Vidy, F(Z, )=z = [ = iVidy, F (5, 7)|y—z]"

(43) —[(M + 2O F(g, ] (4.21)

9)
C2 _p(z #)(M +5©),

where in the last step, it was used that both M and £(°) are Hermitian. Combining

this with the “original” equation (4.3) yields a commutator

iVi0y, F (T, %) = (iVi0y, +1V;0:,) F (T, V)| g=z

(4.22)
— (M 430 F@z f]

Using the specific form of ¥(¥) given in (4.2) and the inverse bare propagator G;*
(3.48), or rather M (3.49) yields — after dropping terms of M which are o< 1, as they
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clearly vanish in the commutator?

Hi

@VtatT (

e+1
7):[ Oz
2

(25090®QOT60 —l—Tr(c?

+

#') G
(4.23)
25, p @' G +Tr (0 0 ® ") a;)

1
(F(#.2)60) 6 — Tt (F&) 3, ) & , F(&a)

%IQH&I — Qe
/N

+
=

Again the Kronecker product (or equivalently the outer product i.e. a n x 1 times

1 X n matrix product) has been used,

(p® @T)g = gpo‘gog ) (4.24)

For the remainder of this section, time-dependencies will not be written explicitly

and if not stated otherwise, all F' = F (¥, Z) are local.

4.3.1 General Simplifications

Assuming again a symmetric phase with vanishing “off-diagonal” terms N,_ =
M, _ =0 as before (4.11), F becomes block-diagonal of the form

F 0 Nip M
F=|" " where Fl, = T (4.25)
0 F_ M:, Nei

Going again to a rotating frame is equivalent to shifting the time-derivative, i.e.

modifying the dynamic equation for F to become
Vi, F(Z, )=z = iVi(Or, + ) F (T, §) = , (4.26)
and thus in central time

i0,, F (%, %) = i0,, F (Z,7) + u[Vi, F(Z,7)], (4.27)

3Special care has to be taken for the spatial derivative 92, but carefully repeating the above
derivation confirms the result. Alternatively it can be seen, that after a Fourier-transformation,
k? = (—k)? can be canceled against each other.
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which for the different blocks of F' reads

1 0 Nii Mii _ 0 2Mii (4 28)
0 —1) \Mi, Niy —2Mi, 0 ) '
Thus the full blocks become:
. Ni. M
Fopi= | 2% % (4.29)
Miy Nis

where consistently with the previous equation (4.15)
Myy =e MM,y and  Mi, =e*MM;, (4.30)

Working in the ensemble as specified in section 3.4.2, the phase of ¢_ is undetermined,
and while |p_|> =1 — N — |¢.|?, any appearances of ¢_ or @* alone effectively
average out within the ensemble (3.35) and thereby the matrix ¢ @ @' takes the

block-diagonal form

S o ot
L 335) [Py @ QY 0
QP = . 4.31
PP ( 0 y¢|2><12) (4.31)

From now on, dropping the tildes again, all expressions will refer the quantities in
the rotating frame. For the observables of interest, which are constructed from the
“normal” two-point functions; i.e. from Nyy and absolute values |¢|, the expressions

in rotating and “normal” frame coincide.

4.3.2 Individual Terms

Now analyzing equation (4.23) term by term using these simplifications one finds

. {1 0 Fep 0 B
(7., F] = (o _1),< ) F__) =0, (4.32)
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canceling any explicit e-dependence. By using the form of ¢ ® ¢! given in equa-
tion (4.31),

[Gop@¢! 3, F] = [p@ ¢, F]

_v ([Mi+902+ — Mo (¢7)?] x 1, 0) (4.33)
0 0/’

F . is found to couple to the macroscopic field ¢, via anomalous terms M, . The

term proportional to the identity matrix must vanish
[Tr (Gop®¢') Go , Fl=Tr (6 p®¢")[1s, F] = 0. (4.34)

Similarly, for the terms from coupling to the macroscopic field by the second vertex,

0 0
Z tz Pl —
[Gop@ "3, F|l =V, . . , (4.35)
0 [M*_ ¢t —M__(p3)?] x 1,
[Tr(d, p®¢") &, F]=0 (the trace is already zero) , (4.36)

F__ is found to couple to the macroscopic field ¢, via anomalous terms M__.
Furthermore the terms introduced by the double-bubble diagram, describing the the
coupling of densities to themselves, vanish either because they involve commutators

with the identity-matrix,
[Tr (F(f, x) do ) ol ,F] =Tr (F(f, a?)) [14, F] =0, (4.37)

or because they are proportional to (J,), (/,) which vanish in the symmetric phase

o 0 F_-F
L Rl (U

=0 (N,_ =0 in the symmetric phase) .
(4.38)

As none of these terms has (non-zero) entries on the off-diagonal blocks, the N, _
and M, _ terms remain zero, i.e. the symmetric phase is stable, consistent with the

approximation used.
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4.3.3 Evolution of N and S,

In this subsection we use the non-vanishing fragments (4.33, 4.35) collected throughout
the last subsection in equation (4.23). On the one hand, we obtain for the upper left
block F'y |

0 F 'y = 5[ ++Spi - M++(<P+)2] x 1, (4.39)

or put differently (still in the rotating frame, but tildes on My have been dropped
after 4.3.1),

ZatN++ = 5 [M++(Pi - M++(90+)2} ’ (4'40)

On the other hand, for the lower right block F__ we get

iO;N__ = -5 [M*_o% — M__(¢})?], (4.42)

iOM__=0. (4.43)

Assuming M1y € R (reviewed later at 4.4.1) allows to simplify these to

ON =0, (Nyy + N__) =m_S(¢7), (4.44)
@th = 8t (N_|_+ — N__) = m+3(g03_) . (445)

The anomalous contributions have been packed into
my =gM,, =M __. (4.46)

This shows, that both N and S, couple to the macroscopic field ¢, via the constant
anomalous correlators. The time-evolution of ¢, (4.20) being dependent on S, and
N in return couples the equations in a non-trivial way. Before investigating this set
of equations further in chapter 5, we want to understand the initial conditions for

which the system shell be solved. This will allow for a number of simplifications.
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4.4 Choice of Initial Values

In this section the initial conditions for solving the set of equations obtained before-
hand in this chapter are discussed. The initial values are chosen such as to reproduce
the dynamics directly after a fast quench from ; ~ oo to f 2 Q. (section 3.3). This
means that zero-mode / macroscopic field values are initially given by the ground-
state values for €; — oo (subsection 3.2.1). Slight deviations from this ground-state
are included, as for realistic quenches €); < co. This has already been discussed in

section section 3.4.1 before fixing the physical ensemble. The major results where

1 /6
PR (n_i - i59> ; (cf. 3.30)
Pl < 2] S 1. (cf.3.32)

Deviations to €); = oo are assumed in the population imbalance ds := ny — n| of
particle-species and in their relative phase 660 = 04 — 6, — 7. The central mode ¢p_
does not appear in the obtained set of equations for ¢ (4.20), N (4.44) and S,
(4.45) and is not discussed further.

4.4.1 Anomalous Terms

For the derivation of the mean-field ground-state (subsection 3.2.1) anomalous terms
M. where neglected. So they have to be fixed otherwise. From the equations (4.41,
4.43) just derived it is apparent that the they are constant and determined by the
initial state. Estimating from the relevant diagrams (figure 4.1b) while neglecting

¢ terms (cf. equation (3.32)) yields
My, o< (¢*)? and  M__ o §(¢*)? = m_=~0, (4.47)

which means physically that the condensate-depletion is time-independent to this

order, see equation (4.44). It is hence given by its initial value Ny
N(t) = Ng. (4.48)

In principle, the anomalous terms M.y and thus also m could be complex numbers.
However, a numeric approximation of the evolution equations including also an

imaginary part for m,, shows that already small values of &(m ) lead to unphysical
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Pseudo-Spin S,

0 1 2 3 4 5 6 7 8 9 10
Central-Time ¢

Figure 4.2: Exemplary numerical time-evolution of S, with a real value of m. (black)
and with a small imaginary part (red). The non-zero imaginary part
leads to a slow drift, linear in time (the gray dashed line is linear in time,
as guide to the eye). Both plots use € = 1, |p, | &~ 1072, ny = 0.05.

drifts, linear in time, of the oscillations of S,. An example illustrating this behavior
is shown in figure 4.2. The direction of this drift (up or down) depends on the sign
of ¥(my). To be consistent with Bogolibov-theory in the appropriate limit (large
e, small Ny; see section 5.1), where this drift is not observed, it is assumed in the

following that
my € R. (4.49)

This allows to simplify the evolution equations derived in this chapter.

4.4.2 Initial Value of Densities

The simple mean-field treatment of the ground-state (subsection 3.2.1) does not
encompass connected two-point functions, notably N and S,, either. The initial
condensate depletion Ny is a property of the really three-dimensional system, not
of the quasi one-dimensional dynamics investigated here and hence not fixed by
the quench-protocol. It is considered as an experimental parameter in the further
treatment. For the comparison to numerical simulations in chapter 6 it can be
deduced from the numerical setup.

Initially, in the €; ~ oo ground state, (J,) = —1. Since we have

—1=(Jp) |smo = -1+ 52 (4.50)
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the connected part S? is initially set to zero
S9=0. (4.51)

This fixes most of the initial conditions. It remains to understand possible values of
¢Y, which is only expressed in terms of the also unknown deviations ds and 66 (see
beginning of this section), and of m, which has only been argued to be real so far.
Both will be revisited using results for the limit comparable to Bogoliubov-theory

(see subsection 5.1.5).
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5 Solution of the Evolution Equations

In this chapter, physical implications are inferred from equations and initial conditions
derived in the previous chapter 4. We obtained the following set of equations (4.20,
4.44,4.45, 441, 4.43)

1 1
100y = §[2e +1+N+(G+1)S.]ps — 5[1 — N +m_]¢, (5.1)
ON =m_S(p%) =0, (5.2)
0S5z = m-i-g(@a-) ) (5'3)
i Mys =0, (5.4)
- i (4.47)
my =gM,, =M _ with m_ ~ 0,

where m, € R (see 4.4.1) has been assumed, and m_ ~ 0 implies N(¢) ~ Ny (4.48).

5.1 Bogoliubov Limit

A simple Bogoliubov-treatment of effective quasi-spin fields is valid for values of € far
away from the instability at € = 0, when fluctuations are moderate and the depletion
Ny = 0 is negligible. Assume now, for this limit of large €, that then S, < 1, to be
checked for consistency in hindsight, cf. equation (5.14). The equation (5.1) for ¢

then becomes
. 1 1 *
@at¢+:5[26+1+N0}¢+—§[1—N0]<p+, (5.5)
or separating real and imaginary part

—at%(SOJr) =

0t§R(90+) =

[26 + 14 No]R(p4) —

N — Do —
N — Do —

[26 +1+ No] Spy) +
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Inserting one in the other after differentiation of both sides one has
) 1 1 1 1
ORR(py) = — (526414 No] 45 [1=-No] ) (5 [2641+-No] =5 [1= o] )Rl (5.6)
which is a simple harmonic oscillator with angular frequency
wi = (e+1)(e+No). (5.7)

Analogously for the imaginary part (¢4 ). However, real and imaginary part are
still “coupled” by initial conditions: ¢ := ¢, (T = 0) can be chosen arbitrarily while
first time-derivatives 0;R(p, ) etc. are fixed here via equation (5.5), or rather its real

and imaginary parts: 9,R(p)]=o x I(¢)) and vice versa. Thus

sin(w, 1)

Rl (1) = R cosfont) + (e + () L), (5.5)
(g4 (1)) = (L) cos(w ) — (e + Nomwi)% 7 (5.9)

such that S(¢?%) = 2R(¢4)S(p4) as appearing in the equation for S, (5.3) becomes

S(62) = RS [ cos?wt) — (e + 1) (e + Ny )
sin(w, t) ' (5.10)
+2 [(e + 1)) — (e 4 No)R(0%)2| 22 cos(w,t) -

W

5.1.1 Unstable Direction

Consider for a moment fluctuations in the relative phase of the zero-mode only
leading by equation (3.31) to R(¢%) = 0, (%) = | |* then,

2 sin(w4t)

S(p) = 2(e+ 1)|¢% cos(w,t) . (5.11)
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Furthermore inserting this into the evolution for S, (5.3) yields after integration

|Qsin(w+t’)

t
Sp(t) =S +my / dt’ 2(e + 1)|% cos(w4t")
0

,sin®(wyt)
2w?

0 |QSin2(\/(e + 1)(e + No)t)
+ €+N0 '

W4

= S9+2my (e + 1)|p" | (5.12)

= S0 +my|e

For Ny — 0 this is the same form as is known from Bogoliubov-Theory for (J2)
[Nicklas et al., 2015]

sin(y 66(6 +1)1) (Bogoliubov) , (5.13)

1
J2) |heo =

with p &~ 210 some dimensionless line density. The Ny (condensate-depletion)
dependency is not expected to be captured by Bogoliubov theory, where Ny = 0 is
assumed explicitly. A connection of both observables (S, and (.J?)) will be given
shortly at (5.1.3). For large € and S% = 0 (equation (4.51)) this also implies

large € = Sy <1, (5.14)

justifying the initial assumption of this section, at least for this special choice
R(p)) =0 and I(¢)? = ¢ |? . It is easy to see however (see also the other case

for Y considered below) that this is always true.

Since this choice of the initial phase of ¢, scales like 1/e, becoming large for small
values of €, it is termed a “unstable direction” here. These results are compared to
numerical approximations of the full equations (5.1—-5.3) in figure 5.1 and found to

describe the dynamics well for € 2> 1 as expected.

5.1.2 Stable Direction

Considering deviations of the zero-mode wave-function in the balance of relative
densities s = ny — n, instead leads to (%) = 0, R(¥%)?* = |2 |* (3.31) such that

o sin(wyt)

(%) = —2(e + No)l¢d| cos(wst) (5.15)

W
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and performing the integration as before

oo (( T N

S,(t) =S — 9

(5.16)

This behaves in the limit of Ny — 0 like the Bogoliubov result for (J7) [Nicklas et al.,
2015]

1 sin?(y/e(e +1)t)

J2) k=0 =
() o 4dmp e+ 1

(Bogoliubov) , (5.17)

but oscillates “outside” the Bloch-sphere (for S? = 0), which contradicts particle-
number conservation: If S, < 0, it holds both n, —n_ = (J,) = -1+ 5, < —1, but
at the same time |[ny —n_| <ny +n_ = p= 1. Since the 2 Pl-equations themselves
conserve the particle number (see e.g. [Branschiddel and Gasenzer, 2008]), this is a
inconsistency of the approximation used. The coupling of ¢ _ to ¢ is only calculated
to O (|o4]?), cf. equation (4.13), and thus particle-number conservation is expected
to hold only to this order as well. This problem does not occur in the “unstable
direction” (previous subsection 5.1.1), which will be the relevant one in the further
treatment (see subsection 5.1.5). This choice of the initial phase of ¢ is termed a
“stable direction” here, as the result scales like 1/c +1 and does not become large for

small values of e.

5.1.3 Bloch Sphere Picture

From a naive Bloch-Sphere picture the local densities are related to Euler-angles

(eEuler ~0and 7 + ¢/Euler = ¢Euler ~ 7T) by

1 1
—1+4+ 8, =~ (J;) = cos(Okuler) COS(PEuler) = —1 + 5012«3u1er + §(¢;ﬂuler)2 ) (5.18)

<‘]z2> = Sinz(eEuler) ~ G%uler ? 519)
<Jy2> = Sin2(¢Euler) ~ (¢§Euler)2 : (520)
Thus in this simple ansatz it is found that
1 2 2
&%5“%%H£” (5.21)

47



This explains, in part, the similarity of the results for S, found above (5.12, 5.16) to
the known Bogoliubov results for J, (5.13) or J, (5.17) depending on the choice of

the initial ¢

5.1.4 Diagrammatic Picture

Y

Here the result from the previous subsection is verified by a “diagrammatic expansion’
of (J?) taking into account the Gaussian / disconnected contributions only. By the
index structure of (J?) or rather J, = %(gbigb_ + qb_gzﬁi), in the symmetric phase

7

(<¢i¢—) = 0) there are four orderings to combine one “+” and one “—" on the
“left” with one of both one the right (neglecting anomalous terms) leading to four

non-vanishing disconnected diagrams and

} (3.44,3.45)

(%) =4[ (pLoy + D1 0L) (Lo + ¢ ol) PP = (Ja)?

(5.22)
~12—(-1+8,)?=29, - 52

where (J,) &= —14 S, has been used (as in the previous subsection). Neglecting (.J7)

in the Bloch-sphere picture would have given the same result
(J?) = sin*(arccos(S, — 1)) = 1 — cos?(arccos(S, — 1)) = 25, — S2. (5.23)

So this can be seen as a generalization of equation (5.21) valid also for larger values

of S, corresponding to smaller values of e.

5.1.5 Implications for Further Treatment

We want to use the results for the Bogoliubov limit to improve our understanding
of initial-values and parameters before proceeding towards the full equations. The
previous discussion of initial conditions (section 4.4) left open how to choose ¢, and
m4. These are revisited now.

Depending on the choice of the initial phase of ¢ , an unstable direction (subsection
5.1.1) for ¢, € iR and a stable direction (subsection 5.1.2) for ¢, € R have been
observed, scaling with 1/c and /e +1 respectively. Any “classical” average over initial
phases of ¢, is dominated by the unstable one for values of € small enough. We are

interested especially in the region of very small €, so subsequent results are derived
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for the dominant case. Therefore as of now assume
¢ €1iR. (5.24)

Furthermore, from the relation (J?) ~ 25, equation (5.22) for S, < 1 (5.14)
together with the limit for S, in equation (5.12) and the Bogoliubov result from
Nicklas et al. [2015] for (J2) given in equation (5.13) one finds by comparison of the
prefactors

1
mylet P~ x® with  y0i= 87 ~1.9x107*, (5.25)

where p is a dimensionless line-density given in the experiment [Nicklas et al., 2015|
by p = 210. This fixes the product m|% |, but the individual factors wont play

any role in the final results, so from a pragmatic perspective this is sufficient.
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Figure 5.1: Numerical time-evolution of S, (black) compared to analytic results for

20

mean-field limit (red dashed). As expected both agree well for “large”
¢, but differ both in frequency and amplitude for smaller values of e.
Parameters are: Ny =0 and x = x° = (87p)~!



5.2 Beyond Bogoliubov

In this section the evolution equations (5.1—5.3) are investigated without further
approximation, thus leading to results which go beyond usual Bogoliubov theory and

show qualitatively new behavior.

5.2.1 Conserved Quantities

A direct solution of equations (5.1-5.3) is hard to find analytically. However,
identifying conserved quantities can simplify that system of equations. Initial
conditions are assumed, as described in section 4.4 and revisited in subsection 5.1.5,
to be m_ = 0 and thus N(t) = Ny (4.48), my € R (4.49), S% =0 (4.51), p, € iR
(5.24) and m|¢%|? ~ x° (5.25).

The Bloch-Sphere radius R? = (J,)* + (J,)* 4 (J.)? cannot be conserved anymore

as J, = J, = 0, but J, has non-trivial dynamics. However the “generalized norm”
X = my|es|* — S.(1— Np), (5.26)

can easily be checked to be conserved under the evolution-equations (5.1-5.3). By
S% = 0 this is (initially) estimated by the x° defined before in equation (5.25)

X = Xli=o = my |G = x°. (5.27)

Using this information, one of the remaining equations can be eliminated. Since we
are interested in S,, it seems suitable to eliminate |¢,|. Defining a phase 6, (t) via

P4 = |@4]e "+ the new set of equations reads (cf. appendix C.3, equation (C.23))

1 1
00y =526+ 1+ N+ (5+ 1)) — 5|1 = N cos(26,), (5.28)

ath = m+‘§5+’2 Sin(20+) . (529)

Furthermore, it can be seen, that under these equations

E = ycos2(6,) — (e +1)S, — QT“sg + (1= Np) cos®(6,)S, , (5.30)

which resembles an energy! is conserved as well. One could thereby reduce the

'E contains, schematically, terms o ¢? (cos?(04)), o¢ Nag (Sy), o N3, (S2) and o ¢*Niy
(cos?(0+)Sx), which are the terms that would be expected for an energy. However the actual
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system to a single equation, however in the next subsection E is exploited otherwise.
Using the initial values S? = 0 and ¢, € iR = cos(6,)|t=o = 0 this has takes on the

value

E=E"=0. (5.31)

5.2.2 Energy Gap

In this thesis ¢ describes, by construction, the zero-momentum mode and its angular
frequency w, is thus the gap of the full dispersion w, (k) of the relative degrees of

freedom
Cl.)+ = Ai&p = W+(k = O) . (532)

Under the assumption that close to the phase-transition / crossover only a single
dominating energy-scale exists (in the IR), this energy-gap of the macroscopic fields
is an interesting quantity not only by its own right, but also to compare to different
results for energy-gaps or correlation-lengths, e.g. from numerics. Generalizing
the uncorrected energy-gap from the mean-field limit (5.7), including “quasi-static”

corrections? due to S, terms in (5.1), the corrected gap w, reads

1 1
i i 5.33)
+1 +1 (
:(6+N0)<€+1)+<2€+1+N0+g2 Sx)gz Sy .

Hence “typical values” of w, correspond to typical values of S,. A numerical
approximation suggests: S, is periodic with minima at 0, but non-trivial maxima
(see e.g. figure 5.1). Therefore the maxima of S, are investigated further. The full

time-dependence of S, is complicated, but equation (5.30) can be solved for S,

(530

E(0.,S;) = const Sz (04), (5.34)

and numerical approximation robustly shows a phase 6, which is surjective on [0, 27]
(see figure 5.2). Thereby

energy can well be a linear combination ay + bE.

2By “quasi-static” corrections, we mean, the new w, is defined as before, but now including the
dependence on S, and thus on time ¢. The defining equation is no harmonic oscillator equation
anymore.
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Figure 5.2: Phases —0, = arg(y, ), from numerical solution of (5.1—-5.3), for different
values of € demonstrate stable surjective (on [0, 27]) angles. Timescales
are different (as denoted). In the third plot e = 1072 (blue), e = 1073
(red) and € = 10~* (black, dashed) are shown, they are strongly affected
by the non-zero y = x°, and thus very similar.

max (S,(T)) max (S,(64)), (5.35)

T€[0,00) 04+€[0,27]

where the r.h.s. can be calculated analytically from (5.34). Explicitly one finds

S(04) = =7 i . [e + No + (1 — Ny)sin?(6.,)
(5.36)

£\ Jlet No+ (1= No)sin?(6,))2 + (5 + 1) (x cos(0,) — E)|

Finding the maximum with respect to 6, € [0, 2] is also equivalent to finding the

maximum with respect to
r = sin*(0,) € [0,1], (5.37)

that is — additionally using E2 = 0 (5.31) for the initial conditions used — the maximum,
under the constraint that 0 < x <1, of

2
Sa(z) = R |:6+N0—|-<1 — No)x

(5.38)
:I:\/(6+No+(1—N0)93)2—|—(fH—l)(l—x)X :

We focus on the solution with the minus sign, the other one is always negative,

thus violating total particle number conservation, see discussion at the end of 5.1.2).
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Derivation with respect to x shows

%%Sw@) = %[(6 + No+ (1= No)x)* + (G +1)(1 — x)X} -
X [2(6"‘ No+ (1= No)x)(1— No) — (3 + 1)x] — (1= Ny)
2 %[(e +No+ (1 - No)x)ﬂ =

x 2(e+ No+ (1= No)z)(1 = No) — (1 — Ny)

=0 = S, (x) is monotonically decreasing. (5.39)

Thus the maximum is always at minimal x, or including the constraints, at x = 0.

Inserting this maximum into the expression for S, (z) (5.38) yields

%s — e+ No)> + G+ 1)x — (e + Vo), (5.40)

and putting this into the energy-gap (5.33) we obtain

W% = (e+ No)(e+1) + <6+1+\/(6+N0)2+(§+1)X>
+ Ny

8 [\/(6 + No)? + (G4 1)x — (e

:(1—N0)\/(€+N0)2+(§+1)X+ (e+N0)2+(§+1)X.

)] (5.41)

Note that consistently

A

€ 2

Sz .
m%oo = ?—>0 and w+—>(€+N0)(€+1), (542)

as found before in the “large epsilon” limit (here: large as compared to (g + 1)y; cf.

(5.7)). Using

&= (e+A)+ A, (5.43)
A= Ny, (5.44)

this takes again the effective mean-field form (€ is the positive sqare-root of €?)

W =é(e—No+1). (5.46)

o4



The appearance of an effective € has two major consequences. On the one hand
the condensate depletion, which is explicitly neglected in a Bogoliubov treatment,

moves the critical point away from the mean-field position

€critical = 0 (5_4;1) €critical — _AE . (547)

By construction of the equations used to derive this result, it is valid in the sym-
metric phase only. From the observed structure the symmetric phase is assumed to

correspond to € + A, > 0.

On the other hand the combination of both anomalous Bose correlators (m. # 0)
and deviations in the zero-mode from the initial state for €2; = oo — for realistic
quenches ; < co — leading to ¢ # 0, implies a y # 0 and thus a “quadratic” shift
through A.. # 0. This affects the gap similar to an effective “mass”, i. e. maintaining

a final (non-zero) value for quenches arbitrary close to the critical point
&> Ap for all values of € in the symmetric phase. (5.48)

Thereby, also the typical correlation-length & ~ d;jrl remains regular. This is similar
to the behavior expected at a cross-over, rather then near a phase-transition. It fits
the expectation that real phase-transitions in 1D occur only at zero temperature,

while post-quench dynamics are naturally far from their ground-state.

The only difference (besides € — €) to the form w? = e(e + 1) in the Bogoliubov-
theory [Nicklas et al., 2015] is the additional Ny = A, in the second factor. This
term can be understood from studying the roots of &%: In the mean-field limit these
are found at ¢ = 0 — now “shifted” to € = 0, which is effectively “masked” by a
non-zero A2 and shifted by A, — as well as at ¢ = —1, corresponding to 2 =0 (i.e.
a vanishing mixing term), where

A52<<1
e+tl—oé+1-A, = e+1 (5.49)

shows that the zero-point at €2 = 0 is effectively untouched, as is expected, since it

corresponds to a change of symmetry of the Hamiltonian.
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5.3 Consistency Checks

Before discussing the relation of the results obtained here to existing numerical results,

a quick check of general plausibility and known pitfalls is done for completeness.

5.3.1 Unphysical Gaps

It is known |Griffin, 1996; Hohenberg and Martin, 1965|, that considering self-
consistent treatments of Bose gases can lead to unphysical energy-gaps. These are
found in O(N)-models however, while the gap found here is in relative degrees of
freedom, which appear in the symmetric phase due to the model not being fully
O(N)-symmetric. Further the gap in the system under investigation here is certainly
not expected to vanish for € # 0, and also at the quantum critical point, in one spatial
dimension a non-vanishing gap is expected at non-zero temperature or far-from-
equilibrium (see 3.2.2). This is probably also related to the subtleties in treating
a quasi one-dimensional system, where a condensate from the underlying three-
dimensional system appears, while in general there is no Bose-Einstein condensation
in one dimension. Additionally the !/nv-leading order approximation discussed here
becomes exact in the limit N' — oo, so the results are unlikely to be artifacts of the
low expansion order only.

The observed gap is presumed to be physical from these arguments.

5.3.2 Consistency of 1/; as Expansion Parameter
From equation (5.40) it can be seen that

G+1d . N,
gr g _ il —1<o0, (5.50)

\/(6+N0)2+(§+1)X

A

i.e. S, is monotonically decreasing with e in the symmetric phase (e + A, > 0) and
it holds that

4 5 . 4
S:): < Sx’eJrAg:O (5:40) ~—X1 . (551)
g

Returning to the very start of this thesis, specifically to the discussion of the

applicability of a !/& approximation in section 2.7, this shows that the expansion is
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meaningful® in the entire symmetric phase, if

5.25 4
102 %2 | 2« N, (5.52)

g+1
More generically the condition S, < Ny can be checked for arbitrary e from equa-
tion (5.40). Note that the results in section 5.1 describe the Bogoliubov-limit of
Ny = 0, but still yields useful results. This may be due to the order of limits, taking
€ — oo first implies S, — 0 and thus S, < N, for any Ny, also in the limit Ny — 0.

5.3.3 Requirement of a Condensate

The treatment as considered here relies on the existence of a condensed zero-mode.
This is physically plausible for the quasi one-dimensional system, but from a general
perspective the Hamiltonian (3.16) could also be implemented differently, with the
expectation of a cross-over for 1D remaining. Thinking of applications in the spirit
of quantum simulators, this raises the question if IR-effective properties are affected
by the Bose-broken symmetry.

In principle from the results without macroscopic field show in the appendix B.1,
although there is no real dynamics in the symmetric phase at leading order, it is
already evident that a non-trivial J, would suffice modify the properties of the
instability at (2 = €).. Going to next-to-leading order would therefore most likely
change the critical behavior as well. This is however not analytically feasible, since
both infinite resumamtions in I'y; and memory integrals would be involved [e. g.
Branschédel and Gasenzer, 2008].

Both Bogoliubov-theory and the numeric treatment by Karl [2016] assume a mostly
condensed system and describe experimental data from Nicklas et al. [2015] well,
within the experimental range € 2 0.1. It is therefore reasonable to assume that the

results obtained in this thesis are applicable to this experimental setup.

3L.e. 1/n is well-defined, this is no statement on the “smallness” of 1/A however.
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6 Comparison to Existing Numerical Data

Here the above findings are compared to numerical data from [Karl, 2016, p. 124],
obtained from “truncated Wigner” |Blakie et al., 2008] simulations. This data is also
consistent, in the experimental range (¢ 2 0.1), to experimental results from |Nicklas
et al., 2015]. Good agreement is found after adjusting only an overall multiplier and
one additional parameter (x). The comparison indicates that the treatment carried
out in chapters 4 and 5 is applicable to the system and captures important features

beyond the scope of usual Bogoliubov treatments.

6.1 Definition of a Correlation Length

The quantity under investigation in these references, is a correlation-length obtained
form the falloff of correlators of the form (J,(z).J,(y)). Neither are four-point
functions easily accessible from the treatment presented here, nor are there any
comparable spatial dependencies for the spatially homogeneous (.J,) used. In principle
the dynamic equation (4.22) could be (trivially) generalized to non-local densities of
the form F'(z,y), but these would have no interpretation in terms of spins J(z) ~
F(z,x) and also not induce any new dynamics.

To overcome this difficulties, a typical correlation-length is defined from the inverse
energy-gap w,, with the understanding that this definition is not identical to the
ones in the references given above, but if only a single scale exists near the (quantum)
critical point, it should be comparable to those results up to a constant dimensionless

factor / amplitude. This is expected to hold only for small enough values of €.

. s V2e+1 _ [206-A)+1 (6.1)
oy oy Veéee-Ac+1) ‘

Here ¢, = v/2¢ + 1 is the mean-field speed of sound. For € < 1 this simplifies by
cc~landée— A, +1=1to

[N

%
™

e 1 = 3 (6.2)
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6.2 The Numerical Treatment

The data by Karl [2016] was obtained from numerical “truncated Wigner” |Blakie
et al., 2008| simulations. The correlation length there is found to oscillate in time,
with a decreasing amplitude. Typical scales are set by the values of the maxima,
which are plotted in figure 6.1. Numbers subsequently are taken from [Karl, 2016,
table (B.2)]. Most of the 10° atoms per species are assumed to be in the zero-mode.
Non-condensed is only the “noise” ny = 1/2 in the L = 2 momentum-modes per
species, to represent the vacuum partition of independent harmonic oscillators. Equal
partition of momentum modes independent of k£ translates into a spatially local
density of both species equivalently, i.e. in the notation used in this thesis, where
the non-condensed part of the total density /N is normalized and constant:

No= = x2"/10°~0.8%. (6.3)

1
2
From the estimate on the range of applicability of the 1/a-expansion given before by
equation (5.52), applied for this value of Ny, care has to taken for small values of e,
if ¥ = % is assumed. However, with the smaller y found from the fits, arbitrary e

should be valid in the analytic treatment.

6.3 Results and Discussion

Figure (6.1) shows both numerical results [Karl, 2016] (colored circles) and analytical
curves (colored lines) according to equation (6.1). For the analytic results shown, N
is chosen according to equation (6.3), while x and an overall amplitude (accounting
for the different definitions of correlation lengths) are fitted to the numerical data
points. Points are weighted with the inverse error-square, where weights have been
cut off at some reasonably large value, such that the fits are not dominated by only
two or three points.

For large € both € + 1 and ¢, induce an additional qualitative e-dependence, and
“far” from criticality there is no reason to believe that only a single relevant energy
scale exists. No match of the numerical results and the differently defined correlation
length is expected here. However the gap was seen to approach the mean-field
form in this limit before (section 5.1). Since also the numerical results agree with
Bogoliubov results in this limit, the deviation for large € is assumed to be only due

to this difference in definition.
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For this reason, for all parameter-fits carried out, the 5 points with largest e-values
have been taken out, leaving another 35 points for the fit. The interesting dynamics
are expected for smaller €, and we will focus on those in the following. In this regime,
the results found for £ fit the numerical data well, with only two fitted parameters,
one of which is simply the overall amplitude to account for the different definitions
used here and in the numerical reference.

It is interesting, that the values of y required to fit the numerical data are very small
for the first maxima, as compared to the estimate x° obtained far away from criticality
(equation (5.25)), but increases afterwards. It is easy to see from the numbers given
in figure 6.1, that especially the first three maxima show a near-quadratic rise of y,
and also the fourth one is not far off compared to fit-errors.

This rise of y in time could be a remnant of the slightly different initial states
considered here and for the numerics. Initially (5.26) x|—o = m || (for S2 = 0) is
only non-zero, because a quench from an initial value €2; < oo and therefore nonzero
¢Y is assumed. This is physically plausible for any real (experimental) system, but
not the same as assumed for the numerical treatment (£2; = oo). However, while
in the leading order approximation employed here, y is conserved, it could (and
probably does) evolve over time when higher orders are included.

This also means, that in the numerical setup, although x|,—¢ = 0, it could be
“switched on” dynamically. After a sudden quench for a smooth x(¢) it would be
expected that dyx|;—0 = 0 as well. Then the quadratic rise of y in maxima or time
equivalently, as seen in the fit data, appears to be a natural first order expectation.

For applications to an experimental setup, a finite quench (starting at €; # o)
must be considered, and an initial value for x|i—g # 0 is expected. If this value
is of similar order of magnitude as x° (5.25) — which was the estimate obtained
form comparison of prefactors in the Bogoliubov-limit — it may be much larger
then the change over time seen in the fit parameters (at figure 6.1) over multiple
maxima / oscillations. Then the analytic result would possibly require only the
condensate-depletion as input to predict the behavior of the correlation-length for
moderately early times.

Overall, the approximation discussed in this work seems to describe relevant
physics when it comes to understanding what actually causes the shift of the critical
point A, = Ny and also the effective mass A = (g + 1)x, but fails to describe their

time-evolution. Especially the dynamics of x could to be non-trivial.
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Figure 6.1: The dimensionless correlation-length £ as a function of the distance € to

the mean-field critical point. Colored circles show numerical (truncated
Wigner) results by Karl [2016]. Solid lines show curves according to
equation (6.1) with Ny =~ 0.8% (6.3) fixed, while x and an overall
amplitude are fitted, with results given relative to y° ~ 8%,3 ~2x1074
which was the estimate from the Bogoliubov-limit (5.25).
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7 Conclusion

A self-consistent (2 PI) treatment to leading-order in 1/x (inverse number of field-
components) of the two-component Bose-gas in the symmetric phase has been derived.
We showed that, for large values of the dimensionless distance to the mean-field
quantum-critical point, €, and small condensate-depletion Ny, known results from
Bogoliubov-theory (at & — 0) can be recovered. Other than in Bogoliubov-theory a
non-vanishing condensate-depletion Ny could be included and was found to cause
a linear shift of the critical point away from the mean-field value Q = Q. (¢ = 0).
As the system is treated in presence of a condensed mode, i.e. for non-vanishing
macroscopic fields ¢(k = 0), also “anomalous” correlators (M4 ) were taken into
account. These have been found to be constant in time for the considered LO-
approximation, thus they are determined by the initial state of the system. After
inclusion of small modifications in the initial condensate-wave-function, to account
for finiteness of realistic quenches (£ # o), a “mass-like” shift of €2, regularizing
the correlation length at the phase-transition / cross-over has been encountered. If
the parameter x, quantifying these modifications, together with anomalous Bose
correlators, is left open, correlation lengths determined by Karl [2016] numerically in
truncated Wigner approximation can be reproduced well. Due to a subtle difference
in initial states, an initial rise of y, as observed from fitting to numerical data, seems
plausible. The treatment presented here is able to describe the leading corrections to
both the position of the critical point and the “effective mass” precluding divergences
at the crossover. It provides a qualitative and quantitative understanding of these
corrections, but it does not describe their time-evolution.

In future work, the results found here could be tested further, by calculating in
numerical simulations values of the “fundamental” parameters m.. and |¢9 |?, to then
determine x = m. |} |? from those and check for consistency with numerical results
of the correlation-length again. On similar lines, estimates for S, could be determined
directly in the numerical treatment and compared to the results for S, found here.
To capture the actual spatial dependence better than a usual Bogoliubov-treatment,

and avoid the construction of a typical correlation-length from the inverse energy
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gap, would probably require a next-to-leading order treatment, which is numerically,

but not analytically feasible.
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A General 1Pl Identities

In this part of the appendix, a number of well-known “textbook” identities for the
1 PI-Effective-Action are reviewed. The contents are based on [Weinberg, 1996]. For

a motivation of the use of effective actions in general, see chapter 2 in the main-text.

A.1 Definition

The (moment) generating functional Z[J] for a theory with action S (such that the

Hamiltonian H is Weyl-ordered) can be defined in the path-integral formalism via
Z[J] = / D 'S11H+T10). (A.1)
And the respective scalar-product (with sum over repeated indices implicit):
J ¢ = /Cdt / dz JI o™ (A.2)

Here ¢ denotes a closed time-contour (see main text, section 2.2). Further one
is usually interested in connected diagrams (cumulants) which can, by a subtle

rearrangement of summands, be established as being generated by W/[.J]| where
eVl = Z1J]. (A.3)

Finally we define the field expectation value

o (0%, 1 0z[J] oWI[J]
S, T A ol A

and — assuming this relation is invertible with inverse J, — the quantum effective

action I'[¢] as the Legendre-transform of W:

Lle] = W[J,] = JE - ¢ (A.5)
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This is a functional of ¢ only, and generates the “1 PI” correlation-functions. That
is, the correlation functions whose Feynman-diagrams cannot be disconnected by
cutting a single line. T" is termed an “effective action” since (as a property of the

Legendre-transformation):

oL [¢] _ gt
Spn . Jea (A.6)

Resembling, for J = 0, the classical e. 0. m. at the stationary point of the (classical)

action. Not surprisingly it hold that S = I' at 0-loop order or generally:

Llp] = S[p] + K] = S[p] + O(1-loop) (A7)

A.2 Background-Field Method

By definition of W
together with the inverse Legendre-transform W [.J] = T[] + JT - ¢; we have
Tl 7100 _ / D (iSO 6). (A.9)

Replacing ¢; — ¢ (J is arbitrary, set J' = J;L = JE—EZD] on both sides) and using

equation (A.6) this reads:
STl / D ¢ (S191- 5 (0-0)) | (A.10)

After shifting ¢ = ¢ — ¢ and assuming the path-integral measure to be translation

invariant we finally arrive at:

STl / D ¢ Slerdl= 5 6) (A.11)
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A.3 One-Loop Order

Using equation (A.7) on both sides of equation (A.11) yields
HSIPHKI]) /Dd) (i(Slo+9]- 2526 21eL ) (A.12)

which, together with the expansion

05[]

529
N ]
op

o+ %ng -2 ¢+ O(2-1oop) (A.13)

Sl + ¢ = S[e] 52

reads (because K is already of 1-loop order)

ei(S[W]+K[LpD _ /D(b ei(s[@]'*'%w-%~¢+0(2—100p))_ (A14)
Thus resulting in the Gaussian integral
. 1¢T.m.¢
Klp] = —iln | Dpe?” 5% 7 4 O(2-loop) (A.15)

which can be evaluated to (a factor (27)" is absorbed by the measure)

1
529 2 '
Krioopl¢] = —iln <det (—i 590[;0 ]> ) - %m det (Gy") (A.16)
in terms of the free-propagator / Greens-function i(Gy')? = ;Z)“Sé[g' This can be
E

rewritten as

L[e] = Sle] + %Trln (Goh) (A.17)

A.4 The Full Propagator

From the stationary condition equation (A.6) we know

OTle] 0L
(SQOL&Oﬂ 5@3

(A.18)
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and by definition of ¢ we have

2 5! 6!
G = OWU] _ OPsa % (A.19)
S(iJe)s(iT})  S(i L) 8.}

therefore we can write the full propagator G as

seh i 2p
@t =i () = 5{“ SR : L (A.20)
0Ja 5<PJ,5 5905590a

and using the decomposition equation (A.7) this becomes

028 0?K[p -
S22 TR (G- (50T, (A21)
Ppop Ppop

(G =

With the mass-renormalization (X(1FD)8 = z';;i{—é[g. This is tantamount to the
observation, that wherever there is a source ¢ coupled to a contribution to I' there
could also be attached an external line instead. Done twice this results in the
one-particle-irreducible contributions to G. The same logic of identifying external-
field-insertions with possible starting-points of external lines can be extended to

higher order correlators as well.
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B Recovering Classical Spin Equations

Treating the system without macroscopic fields reproduces the behavior of classical
quasi-spins, which correspond to densities, not single fields in the fundamental ¢.
To leading order in /& indeed the classical equations of motion are reproduced.
An expansion consistent in loops (Hartree-Fock) on the contrary shows unphysical

behavior, attributed here to a not well-suited expansion-parameter.

B.1 Leading Order in /v

Starting from the evolution equations for the local densities (4.23) in central-time,

but neglecting the macroscopic fields ¢ and the anomalous terms yields

1
Vil F(7,7) = | ‘s
. 2 ' (B.1)
n %Tr (F(#,#) G0 ) 6o — 7 T (F(#,8) 6,) &, FI&, f)]

adapt the total density to p := N = 1, then including f,  and h,_ terms (release

the restriction to the symmetric phase) one finds:

(1 O)7<F++ F+_> :< 0 2F+_> (B.2)
0 1)’ \F, F_ —2F . 0

and while [7y, F] = [14, F] = 0 still vanishes

[527F]:

F.-F_ F_-F
[T (F(2,4) 6, ) 62, F] =2(N. -+ N_) [ 7 ] B3
Foo—F._ F_ —F.
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is no longer zero. Using again a quasi-spin notation as for finding the mean-field
ground-state (3.2.1):

(cf. 3.20)
N T/ T ) = ¢T(f) _1 T T = ¢+(f)
Jz(x) - 25 <<¢¢(1‘) ¢¢(x)> Oy (¢¢({Z") > — 2 <<(Z)+(.’E) ¢7(£L‘)> Oy ¢_(f) >
(cf. 3.21)
L N (6@, L g o s (64@
J(@) = 5= (ol ol@) 7 ( m@>> =5 (k@ ol@) e ( )
(cf. 3.22)
or put differently:
1
Jo = §<F++ —F.) (B.4)
Jy = S(Fi (B.5
J. = R(Fy- (B.6)
Inserting this into equation (B.1) gives (using Ny_ = N_;)
. Lo 0 Fy_ iy —Jg
F = 1 — B.
iV,0,, F(Z,7) = (e+ 1) (—F_+ 0 ) J, (Jm —in> (B.7)
Or rewritten fully in terms of quasi-spins:
Ody =—(e+1+4J,)J, (B.9)
ath = (E + 1)Jy (Bl())

These become unstable for € — 0 for the ground-state configuration (3.2.1) with
J» =~ —1. The same set of equations can be obtained as the classical equations of

motion from the mean-field Hamiltonian (3.23). These equations preserve both the
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quasi-spin “norm” and mean-field energy:

Jo+ i+ Ji=1 (B.11)

1
Byt = (e +1)J, — §J§' (B.12)

These conservation laws can be used to determine the the classical trajectories: Three
d. o.f. minus two constraints leaves a (maximally) one-dimensional curve. Technically
the system could “get stuck” on some section of the curve, never reaching some of
the other points, however, if this was the case there would either be points where
Va : 0yJ, = 0, but for ¢ > 0 (= ¢+ 1+ J, # 0) these points are trivial with
Jy =J. =0, J, = £1, or the dynamics would have to become arbitrary slow, which

is also not the case, as there is no damping-term.

Thus the trajectories lie on the “Bloch-sphere” of radius one, and projected on the
x-y-plane they take the form (insert (B.12) into (B.11)):

<Emf+ 5J2

2
1 ) + 2+ JI=1 (B.13)

Or put differently:

(B.14)

Emf—i-%JZQ 2
e+1

2 2
Jyzl—JZ—(

B.2 One-Loop Hartree—Fock

Using all one-loop (O (() ¢) in not dimensionless quantities, i.e. first order in the

number of vertices) contributions one finds three channels:

M¥a) = —% X é/dm/dt[gTr (G(z,z;t,1) 59 )2
¢
+2gTr (G(x, x;t,t) 3o G(x,x;t,t) &y ) (B.15)
—Tr (G(m,x;t,t) Oy )2 —2Tr (G(x,x;t,t) 7. G(x,z;t,t) 7, )}
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Inducing a local self-energy of the form

2O (2, ¢) = %Tr (F(z,5t,t) 0o ) g
b 1
2

(B.16)
— ZTr (F(x,;v;t,t) Oy ) Or — = 0y F(z,x;t,t) 0,
and in the dynamic equation
1
Vi, F(7,7) = | 6; 7 +50 | F(Z7) (B.17)

The new terms as compared to equation (B.1) are:

DN | Qe

(G0 F(x,z;t,t) 0y, Fx,z;t,t)] =

DO | Q@

[F(z,x;t,t), F(x,z;t,t)] =0 (B.18)

and

1 1

F_ F.\ (Fyp Fio
F.. F..) \F., F_
F? —F?_ (Fee+ Fy)(F- — Fiy) (B.19)

(Fyo + Foy) (F_ — Fiy) F} —F?,

which can be rewritten (still assuming vanishing anomalous terms h) using the form

of F (3.36) and

N.. 0 N, 0
Fi +F = ( N > T ( x ) = (Ni— + N_4)1 (B.20)
0 Ni 0 N*,

where N X

N_, (3.42) was used again. Such that finally

3) 1
G, Flz,z:t,0) 3y , F(z,23t,8)] ‘2 ST (F(#.2) 6, ) 60, F] (B.21)

thus the quasi-spin evolution equations (B.8—B.10) are only slightly modified to

Oy = 2J,J. (B.22)
Oy = —(e+1+2J,) . (B.23)
O, = (e +1)J, (B.24)
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moving, for the fully polarized initial state (J, = —1), the instability to e ~ 1 i.e.
0 =20, (B.25)

This is assumed to be an unphysical shift, as it was neither observed in experiment
[Nicklas et al., 2015] nor in numerical simulation [Karl, 2016]. It is attributed to the
dimension-full coupling g / the vertex-number not being a good expansion parameter.
Therefore throughout the rest of this thesis an !/v-expansion (see section 2.7) is used

instead.
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C Mathematical lIdentities

In this chapter some of the formula appearing in the main text are derived.

C.1 Integration ldentities

Integrating expressions which contain a sign.(t —t') over a closed time contour ¢

leads to a number of simplifications by noting that for any function f(¢) regular in :

/f(t)dt:/tmaxf(t)dtJr " fydt =0 (C.1)
¢ 0

tmax

C.1.1 One “sign” Term

Including one term oc sign(t — #;) for ¢ <¢ tiayx yields
tl tmax tl 0
/f(t) sign, (t — t1)dt = —/ f(t)dt +/ f(t)dt + f(t)dt +/ f(t)dt
¢ 0 t1 tmax t1
t1
= —2/ f(t)dt (C.2)
0

and also for ¢ >¢ tmax:

t

/Cf(t) signc(t—tl)dt:—/o f(t)dt—/tl F(t)dt — axf(t)dt+/tl F(t)dt

tm

t1
— 9 / F(t)dt (C.3)
0
C.1.2 Second “sign” Term

With two sign terms, there is actually a number of orderings of ¢, t5 and t,.c to be

considered.
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First we investigate in the two distinct cases tmax >¢ t2 >¢ t1 (when to > ¢ &
1o >¢ tl)

/f(t) sign(t —t1) sign.(t — t2)dt
¢ ta>t1

_ /0 " ey — /: F(t)dt + /t:mxf(t)dt

" " 0 (C4)
+ [ ft)dt +/ Ft)dt +/ F(t)dt
tmax to t1
t2
_ 9 / F(#)dt
t1
and analogously for ty,.x >¢ t1 >¢ to simply replace fttf — tt; = — ttf:
t2
/f(t) sign,(t —t1) sign.(t — t2)dt = 2/ f(t)dt (C.5)
¢ t1>t2 t1
Thus altogether (when t1,t2 <¢ tmax):
to
/ F(8) signe(t — t1) signe(t — t2)dt = 2signe(ty — t2) / F(t)dt (C.6)
¢ t1
Secondly consider ty >¢ tpax >¢ 1 and o > 1y:
/f(t) sign,(t —t1) sign,(t — tp)dt
¢
tl t2 tmax
= / f(t)dt — / f(t)dt — / f(t)dt
0 n 2 (C.7)

7w+ / " oyt + / " poyt

tm

— _2/ zf(t)dt = 2sign (t; — tz)/2 f(t)dt
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And for to >¢ tmax >¢ t; and ty < ty:

/gf(t) signg(t — t1) sign, (t — t2)dt

:/Oth(t)dt+/t2tlf(t)dt—/tltmaxf(t)dt

t

1 to 0
-/ f(t)dt—/ f(t)dt+/t f(t)dt

= —Q/th(t)dt = 2sign.(t —tz)/tzf(t)dt

Exchanging t; <> t; would again change the sign of both the integral and the

sign,(t; — t2) (cf. discussion around equation (C.5)).

Finally we are left with the case to >¢ t1 >¢ tmax, Where ty >t &ty < ty:

/cf(t) signg (t — t1) sign (t — to)dt

_ /0 e+ / e+ / f()dt

t1 to 0 (Cg)
[ rwar - / Ft)dt + / F(t)dt
tmax t1 t2
to to
= —2/ f(t)dt = 2sign,(t; — tg)/ f(t)dt
t1 t1
And thereby, for arbitrary ordering of ¢, t5 and #,,,, it always holds that:
to
/ F(8) signe(t — 1) signe(t — t2)dt = 2signe(ty — t2) / F(t)dt (C.10)
¢ t1

Note that none of the integrals actually depends on the arbitrary ¢,,.« as it has to

be the case.

C.2 Timeordered Propagator Decomposition

Correlation-functions calculated in a path-integral formalism are naturally time-
ordered, and thereby non-analytic when approaching times where two operator-
insertions appear at the same time. For two-point functions such as the propagator

this happens precisely when both time-arguments are equal.
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C.2.1 General Case

This is not meant to be a strict mathematical prove, but rather an illustration of the

idea underlying this decomposition. Let F'(¢) a function which is analytic V¢ # 0,

then 3!f(¢), g(t) analytic Vt:

F(t) = f(t) + sign(t)g(t).

To this end, define (using the n-th derivatives F(™(t))
n . (n) im F) >
1 (K’%F (1) +lim F ) (1)
(n) .:1< B () i ) )
G = K‘%F (1) P/I%F (t)).
Because Vt > 0 : F(t) is analytic

o0

(n)

lim F) (¢) Zfo +90

t\0
n:()\

converges absolutely as well as by V¢t < 0 : F'(t) being analytic

o0

fo —90
lim F™(t)
% Z <o

and the functions

(n)
Z Jo t" and g(t) :== Z gno—!t”

(C.11)

(C.12)

(C.13)

(C.14)

(C.15)

(C.16)

must converge / exist at ¢ = 0. By analyticity of F(t) away from ¢t = 0 they exist

at t # 0 anyway. Any other f’ and ¢’ with these properties must have the same

series-expansion around zero, so by identity theorem f’ = f and ¢’ = g, i.e. the

decomposition is unique. Note however, that F'(t) is a function not a distribution

and thereby must not contain terms o< §(¢) or similar expressions.

C.2.2 The Propagator

We want to see how the time-ordered propagator can be brought to this form and

how the components of the decomposition relate to the intuitive definition of spectral
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and statistical function via (anti-)commutators.

G(t,t) =0(t — 1) (o' (t)o(t)) +0(t' = 1) (o(t')o' (1))

= S UG, 60N + 50— ) (G0N — 58t —1) (6(7)6) (1)

— SO = OB+ S0 1) (6()6 (1)
= 2 U8, 6(0) + g sian(t — ) (G (DO()) 5 sianlt — ) (6(t)6' (1)
= {610, 0(1)}) — £ sien(t — )i {[6'(1), O(1')]) (©17)

Therefore the explicit form assumed for p and F' in the main text is justified.

In the main-text, the definition

Gt 1) = %(lim G(t.#) + Im G(t. 1)) = F(t.1 (C.18)

'\t vt

is used, therefore avoiding p(t,t) =i ([¢', ¢]) = id(z — y) terms.

C.3 Absolute / Phase Decomposition

This section contains some short calculations for decomposing an equation for a

complex function ¢ of the form:
i0np = ap + " (C.19)

with a, 8 € R where ¢ is written as

@ = |ple™ (C.20)
and thus
(i8] + |0]010)e ™ = id,p = ap + Bp* = alple ™ + Blple” (C.21)

Dividing both sides by |p|e~® leads to

iat|80|
||

+ 0,0 = o + Be** (C.22)
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Taking the real part of this equation yields

00 = o + [ cos(20) (C.23)
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